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TALL ARRAY METHOD EFFICIENCY IN DATASET DIMENSIONALITY REDUCTION
BY PRINCIPAL COMPONENT ANALYSIS

Background. Exploratory data analysis has been extensively growing since the early 2000s. As of 2025, most real-practice
datasets are classified as Big Data. The Big Data analytics workflow includes the data preprocessing step, which is the
starting point of Big Data computational handling. At this step, the data are tried to get simplified as much as possible.
The main paradigm is dimensionality reduction allowing simplifying and visualizing high-dimensional datasets. Prin-
cipal component analysis (PCA) is a linear dimensionality reduction technique. The PCA can be sped up by applying
Tall Arrays, if the data are stored on disk. The Tall Array PCA (TAPCA) computes principal components incrementally
using a divide-and-conquer strategy.

Objective. The paper aims to determine when the TAPCA is factually efficient for dimensionality reduction. There are
two numeric types to be studied: double and single precision.

Methods. To achieve the said objective, random large datasets are generated as matrices of a specified numeric type.
Then computational time of the ordinary MATLAB PCA applied to generated matrices is measured. Next, computa-
tional time of converting in-memory arrays (generated matrices) into tall arrays is measured. Computational time of the
TAPCA applied to those generated matrices, to which the PCA is applied before, is measured as well.

Results. A comparative analysis of the averaged computational times reveals that computational time complexity of
both the PCA and TAPCA is rather polynomial than strictly quadratic or cubic. There is a nearly-hyperbolic margin,
which alternatively could be called the TAPCA efficiency threshold, in a plane of the number of dataset observations
and the number of dataset features, by which the TAPCA and the ordinary PCA take approximately the same time to
compute principal components.

Conclusions. In computing principal components for dimensionality reduction of large datasets stored on disk, the Tall
Array method becomes efficient by two parallel processor workers if a dataset has at least 5 to 6 million entries. The Tall
Array method is more efficient on datasets with double precision whose efficiency threshold is nearly 6 million entries,
whereas the efficiency threshold for datasets with single precision is between 5 to 15.2 million entries.

Keywords: dimensionality reduction; principal component analysis (PCA); Tall Arrays; efficiency threshold; double
precision; single precision.

Introduction

Exploratory data analysis has been raised into
likely the vastest and deepest domain encompassing
various scientific fields of information technology,
computer science, and applied mathematics for en-
gineering, econometrics, sociology, bioinformatics,
etc. [1, 2]. Meanwhile, datasets to be explored have
been extensively or even exponentially growing since
early 2000s. As of 2025, most real-practice datasets
are classified as Big Data [3, 4]. The Big Data an-
alytics workflow includes the data preprocessing
step, which is the starting point of Big Data com-

putational handling [5, 6]. At this point, before the
most valuable and decisive Big Data statistics are
computed, like mean and standard deviation values,
the data are tried to get simplified as much as pos-
sible [7, 8]. The main paradigm is dimensionality
reduction which allows simplifying and visualizing
high-dimensional datasets.

Principal component analysis (PCA) is a linear
dimensionality reduction technique, by which the
dataset is linearly transformed into a new coordinate
system such that the directions (principal compo-
nents) sorted in descending order capture the largest
variation in the data [3, 9]. The principal compo-
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nents constitute an orthonormal basis in which dif-
ferent individual dimensions of the data are linearly
uncorrelated [10, 11]. If the dataset is an M x N
matrix X =[x,,],. , representing M observations
of N-dimensional objects, where usually M > N, the
PCA returns N principal components that are unit
vectors [9]. The n-th vector, n =2, N, is the direc-
tion of a line that best fits the data while being or-
thogonal to the first n— 1 vectors [11]. A best-fitting
line minimizes the average squared perpendicular
distance from the points to the line [3, 12].

The first principal component of a dataset with
N variables represented by matrix X =[x, ] . is
constructed as a linear combination of the original
variables, and it explains the most variance of the
data. The first principal component is equivalently
defined as a direction that maximizes the variance of
the projected data. The second principal component
explains the most variance in what is left once the
effect of the first principal component is removed.
Thus every next principal component explains less
variance. Together the N principal components explain
all the variance. The n-th principal component,
n=2, N, can be taken as a direction orthogonal to
the first n — 1 principal components that maximizes
the variance of the projected data. Alternatively, the
PCA is defined as an orthogonal linear transformation
on a real inner product space that transforms the data
to a new coordinate system such that the greatest
variance by some scalar projection of the data comes
to lie on the first coordinate (being the first principal
component), the second greatest variance lies on the
second coordinate, and so on.

In practice, if the first N principal components
explain sufficiently high amount of variance (say,
typically, 90 % or above), N e{l, N -1}, the re-
maining N — N~ principal components are ignored.
Thus the initial dataset X is simplified to a dataset
represented as an M x N matrix whose m-th row is
a vector of values of the first N principal compo-
nents calculated by plugging the entries of the m-th
row of matrix X into the respective linear combina-
tions of the N original variables. Clearly, the simpli-
fied dataset is easily visualized if N =2 or N* =3.

If data are frequently updated (e. g., by adding
new observations), it is a challenge to compute prin-
cipal components timely, without delays or excessive
memory occupation. The reason is the dataset is ei-
ther constantly enlarged or updated, and thus the
PCA slows down. The PCA can be sped up by ap-
plying Tall Arrays, if the data are stored on disk. Tall
Arrays (operators and functions using the Tall Array
approach) are a feature used in MATLAB for work-

ing with datasets that are too large to fit in memory
[13, 14]. They allow performing computations on
large datasets using familiar MATLAB functions and
syntax without needing to manage low-level data
processing tasks like chunking, paging, or out-of-core
processing [14]. Tall Arrays handle large datasets that
exceed the available memory by keeping only a rela-
tively small portion of the data in memory at a time
[13, 15]. This is called deferred evaluation, by which
operations on an array are not computed immediately
but are successively recorded and only executed when
the data is explicitly requested [14, 16].

The Tall Array PCA (TAPCA) computes
principal components incrementally using a di-
vide-and-conquer strategy [17, 18]. First, the data
are standardized by processing it in chunks. Then
the covariance matrix is computed and normalized.
This is done incrementally by summing outer prod-
ucts of chunks of data. The principal components
are finally obtained by performing eigenvalue de-
composition of the covariance matrix.

For standardizing each column of matrix X,
the mean and standard deviation of the matrix X
column are computed as follows. The tall array
(capitalization is used when the Tall Array approach
is meant itself) representing the matrix X column is
divided into smaller chunks that can fit into mem-
ory. The local sum, count of elements, and local
sum of squares (sum of the squares of each element
in the chunk) are calculated and stored temporarily
for each chunk. And, once all chunks have been
processed, the local sums and counts are aggregated
to compute the global mean of the column as the
ratio of the total sum of the local sums to the to-
tal number of elements. Then, in the second pass,
for each chunk the local sum of squared differenc-
es from the global mean is calculated. These local
sums are added up and the resulting global sum of
squared differences is divided by the column length
(i. e., the total sum of local counts) decreased by 1.
The result is the global variance whose square root
is the standard deviation. The column mean is sub-
tracted from each entry of the column, whereupon
every entry of the centered column is divided by its
standard deviation.

Owing to the covariance matrix is smaller (its
size is N x N), the eigenvalue decomposition can be
performed in memory. As for the rest, the TAPCA
processes chunks sequentially, keeping memory
usage relatively low while still being able to com-
pute the correct coefficients of linear combinations
of the original variables to return the principal com-
ponents. Nevertheless, the sequential data chunking
and processing may slow down computation of
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principal components. Parallelization partially re-
duces the slowdown, but it depends on the dataset
size and how it is chunked (although Tall Arrays
chunk data automatically) [18, 19]. The number of
parallel processor workers positively influences the
TAPCA efficiency as well — Tall Arrays are gene-
rally expected to be more efficient at more parallel
processor workers.

Problem Statement

The TAPCA is seemingly a very efficient me-
thod of dimensionality reduction, but there are two
key aspects that must be taken into account. First,
converting an in-memory (ordinary) array into a tall
array takes some computational time, which ought to
be added to the computational (operation) time ta-
ken by the TAPCA itself. Second, it is unclear when
an in-memory array is regarded as large enough to
apply the TAPCA rather than the (ordinary) PCA
[6, 8, 12, 18]. This means that it is unclear when the
TAPCA computes principal components faster than
the (ordinary MATLAB) PCA does.

Therefore, the objective is to determine when
the TAPCA is factually efficient for dimensionality
reduction. The two numeric types to be studied are
double and single precision. To achieve the objec-
tive, the following tasks are to be fulfilled:

1. To generate random large datasets as matri-
ces of a specified numeric type.

2. To measure computational time of the ordi-
nary MATLAB PCA applied to generated matrices.

3. To measure computational time of conver-
ting in-memory arrays (generated matrices) into tall
arrays (which could be conditionally called tall ma-
trices).

4. To measure computational time of the TAPCA
applied to those generated matrices, to which the
PCA is applied before.

5. To carry out a comparative analysis of the
averaged computational times.

6. To discuss obtained results and findings from
the comparative analysis.

7. To conclude on the TAPCA factual effi-
ciency for dimensionality reduction of large datasets
stored on disk.

8. To outline open questions and perspectives
of further research.

Random Matrices
A random matrix X =][x,,] . of a specified

numeric type is generated by using the standard nor-
mal distribution having zero mean and unit vari-

ance [11, 20]. Hence, each entry x in the matrix
modeling a large dataset is a value of the normally
distributed random variable with zero mean and unit
variance. The numeric types to be studied are dou-
ble and single precision for real numbers, so there
will be two series of random datasets. For these two
types the number of observations M is sequentially
set to an element of set

10

{{102 &Y 00k {100 kY (10° k)

k=1’ k:l} (1
and the number of initial variables (i. e., original
features) NV is sequentially set to an element of set

{2, 100}. )
At a given couple {M, N} 100 random matrices
X =[x,,],.y are generated at 100 different pseudo-
random number generator seeds [12, 16, 18]. This
is done to obtain statistically consistent and stable
operation speed results upon averaging over those
100 generations.

Computational time

The computational time is measured on the du-
al-core processor Intel Core i5-7200U@2.50GHz in
MATLAB R2018a. Firstly, computation of princi-
pal components is performed on the random matrix
whose size is determined by the couple of integers
from (1) and (2). The ordinary PCA computatio-
nal time is denoted by f,c, (M, N, i), where i is the
generation number at given {M, N}. Then, secondly,
the random matrix is converted to a tall array, which
can be called the random tall array (tall matrix). The
time of the conversion is denoted by tr, (M, N, i).
Thirdly, computation of principal components is
performed on the random tall array. The TAPCA
computational time is denoted by t1,pca (M, N, i).

The averaged computational time of the PCA is

1 100

t_PCA(M’ N)=m‘§tPCA(Ms N, i)

(3)
at given {M, N}. The averaged computational time
of the TAPCA without taking into account the
array-to-tall-array conversion is

l 100

t_TAPCA (M= N) :_'ZtTAPCA (M, N, i)'

4
100 S )

If the conversion is regarded, then the TAPCA total
time is calculated as
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Estimations (3)—(5) are fulfilled separately for double
precision and single precision.

Analysis

The averaged computational time (3) of the
PCA for double precision is shown as a mesh in
Fig. 1, where some computational artifacts at

M e{7-10°,8-10°} and N > 30 (6)
due to aliasing can be spotted. Obviously, the ra-
vine at M =9-10° cannot be a computational ar-
tifact. Computational time (3) is an increasing sur-
face along each of its variables — both the numbers
of observations and original variables. It roughly
seems that surface (3) increases linearly. Neverthe-
less, the growth of computational time (3) is non-
linear, being close to quadratic or cubic. Averaged
time T, (M, N) of the array-to-tall-array conver-
sion for double precision is shown in Fig. 2, where

Ten (M. N)

no significant trends are seen at all. Application of
anti-aliasing techniques does not work to see any
trend. Despite this, as the number of observations
increases, the array-to-tall-array conversion time
slowly grows.

Due to the array-to-tall-array conversion time
for double precision does not exceed 27 milliseconds
even for a million observations, averaged time (4) as
a surface looks very resembling to TAPCA averaged
time (5) that includes the array-to-tall-array con-
version time (Fig. 3). Surface (5) in Fig. 3 has the
same computational artifacts at (6) and the ravine
at M =9-10°, although they appear to be a little bit
softer. Some additional computational artifacts are
visible at M <10’ instead. At fewer original vari-
ables (N = 2) and fewer observations (M = 7000),
a huge surge is seen. It is not caused by the array-to-
tall-array conversion, though. Whereas the ordinary
PCA handles a million-observation double-preci-
sion dataset with 100 variables within 9 seconds, the
TAPCA takes no longer than just 1.9 seconds.

The averaged computational time (3) of the
PCA for single precision shown as a mesh in Fig. 4
does not have any major computational artifacts.
Compared to Fig. 1, this surface is much smoother.
The surface increases similarly to that in Fig. 1. The

Fig. 1. The averaged computational time (3) of the PCA for double precision
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ordinary PCA handles a million-observation dou-
ble-precision dataset with 100 variables within 5.2
seconds. Overall, single-precision PCA is 1.5 to 2.1
times faster than double-precision PCA on average.
Averaged time T, (M, N) of the array-to-tall-array
conversion for single precision shown in Fig. 5 is
faster as well, but the speedup is averagely 5 to 7 %.
A single-precision matrix is converted into a tall ar-
ray within 18 to 25 milliseconds. As the number of
observations increases, the array-to-tall-array con-
version time in Fig. 5 slowly grows, but the growth
is more apparent than that in Fig. 2.

The averaged computational time (5) of the
TAPCA for single precision is shown in Fig. 6.
Compared to Fig. 3, the mesh is smoother at 10°
observations and above, but it appears to have more
non-linearities. Some computational artifacts are
visible at fewer than 10° observations. The TAPCA
takes no longer than just 1.3 seconds to compute
100 principal components of a million-observation
single-precision dataset with 100 variables. Overall,
single-precision TAPCA is 1.09 to 1.27 times faster
than double-precision TAPCA on average.

Whichever precision or numeric type is, the
TAPCA factual efficiency can be explored via ratio

fhea (M, N)

e (M. N)

M,N)=—"- — ~_| 7
pTAPCA( ) B orren ( M, N) (7)

Clearly, the TAPCA is efficient if
PrapCA (M, N) > 1. (8)

The TAPCA efficiency for double precision is vi-
sualized in Fig. 7 presented as a plane view on the
Cartesian product of sets (1) and (2) for abscissa and
ordinate axes, respectively, where light color corres-
ponds to (8), when the TAPCA is efficient; dark
color is when the TAPCA is inefficient, i. e. ine-
quality (8) is false. The TAPCA efficiency for single
precision in Fig. 8 resembling that in Fig. 7 has a
more dark color, i. e. single precision TAPCA has
vaster area of inefficiency.

The TAPCA efficiency area exists beyond a
nearly-hyperbolic margin (inside the hyperbola),
both for double and single precision. Generally
speaking, the TAPCA is inefficient at either fewer
observations or fewer original variables (features).
In more particular terms, it is inefficient at data-
sets having no more than about 50 000 observations.
On the other side, the dataset with fewer than 10

Fig. 4. The averaged computational time (3) of the PCA for single precision
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Fig. 7. Efficiency of the TAPCA for double precision on the Cartesian product of (1) and (2)

features is more efficiently handled by the ordinary
PCA. The double precision TAPCA efficiency is ap-
proximately margined with hyperbola

4178585.7041

N = +1.661

for M [4-10%10°]. )
The single precision TAPCA efficiency is approxi-
mately margined with hyperbola

4919317.7503

N = +10.2581

for M [4-10%10°]. (10)
It is worth noting that the margin by (9) is about
six times as more accurate than the margin by (10).
It is also visible from Fig. 7 whose nearly-hyper-
bolic staircase margin is far less contorted than that
in Fig. 8. An efficiency threshold can be deduced
from (9) as the double-precision dataset size (the

number of its entries, i.e. M - N), at which apply-
ing the TAPCA is equivalent to applying the PCA,
whereas principal components for larger datasets are
better to compute by the Tall Array method. Thus,
the double-precision dataset threshold is nearly 4.5
to 5.9 million entries. There is a similar finding for
single-precision datasets whose threshold is nearly 5
to 15.2 million entries. The nearly-hyperbolic mar-
gins in Fig. 7 and 8 also allow concluding that the
thresholds are likely to become lower for too “thin”
datasets (having no more than 10 features or so) and
datasets having 10° observations or so.

Discussion

The obtained results visualized in Fig. 1, 3, 4,
6-8 reveal what Tall Arrays are factually capable of
and when they are efficient in computing principal
components for dimensionality reduction of large
datasets stored on disk. Computational time com-
plexity of both the PCA and TAPCA is rather poly-
nomial than strictly quadratic or cubic, although it
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Fig. 8. Efficiency of the TAPCA for single precision on the Cartesian product of (1) and (2)

seems to be quasilinear. Nevertheless, computation-
al time spans have been registered for the TAPCA
by two parallel processor workers, so it is naturally
expected that the TAPCA will be more efficient by
more parallel processor workers. However, as the
dataset size increases, whether in its number of ob-
servations or features, or both, the growth of ratio
(7) reaches its saturation (see it in Fig. 9 for double
precision) scarcely exceeding 5. Ratio (7) for the
TAPCA factual efficiency for single precision looks
similarly.

The nearly-hyperbolic margin, which alterna-
tively could be called the TAPCA efficiency thresh-
old, implies the size of a dataset (or the size of a Big
Data instance) as matrix X =[x,,], ., by which the
TAPCA and the ordinary PCA take approximately
the same time to compute N principal components.
For datasets whose size is above the threshold, the
TAPCA is faster. Here, it is necessary to remember
that starting parallel processor workers takes some
time, so applying the TAPCA to smaller datasets,
even if their size is above the threshold (but the

size is close to the margin inside the hyperbola),
is reasonable only for multiple times. Applying the
TAPCA just once is reasonable if the dataset (say, of
10 features at most) cannot be loaded into the work-
space. For instance, 10 principal components of a
dataset as matrix X =[x, ] .., of 550000 ob-
servations and 10 features are computed by the PCA
within 370.4 milliseconds, whereas the TAPCA takes
about 375.5 milliseconds (i. e., it is 1.3789 % slower)
if to count time spent on converting this matrix into
a tall array. Without taking into account the array-to-
tall-array conversion, the TAPCA takes about 353.1
milliseconds (which is 4.6733 % faster). So, the con-
version taking here 22.4 milliseconds does not ruin the
TAPCA efficiency (and thus it may be conditionally
neglected) only if matrix X is converted into a tall
array once and then the TAPCA is applied at least
twice — to the tall array and its modification (such a
modification is expected to be a subdataset of the ini-
tial dataset, rather than an expansion of the dataset).
A large dataset (a Big Data instance) is usually
stored on disk by some privacy and security reasons.
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Fig. 9. Ratio (7) showing the TAPCA factual efficiency for double precision

This is when Tall Arrays become useful as they do
not disclose factual data. In this comprehension, the
array-to-tall-array conversion can be considered as
a tradeoff (payment) for privacy and security along
with simplified interoperability and manageabili-
ty owing to dimensionality reduction by principal
components.

Conclusions

In computing principal components for dimen-
sionality reduction of large datasets stored on disk,
the Tall Array method becomes efficient by two pa-
rallel processor workers if a dataset has at least 5 to
6 million entries. The Tall Array method is more
efficient on datasets with double precision whose ef-
ficiency threshold is nearly 6 million entries, where-
as the efficiency threshold for datasets with single
precision is between 5 to 15.2 million entries. Both
the thresholds may become lower as the number of
dataset features is dropped below 10 or the number
of observations does not exceed 10°.

The presented research is nearly the worst-case
scenario, in which only two parallel processor work-

ers are deployed. As the number of workers increases,
the TAPCA factual efficiency threshold is expected
to drop further. The computational time complexity
of both the PCA and TAPCA is polynomial, so the
drop will be significant even for four parallel pro-
cessor workers (it is also a commonly widespread
computational architecture), let alone batch compu-
tation of principal components on computer clusters
by using the Tall Array approach.

An open question is about the reasonability or
efficiency of storing a large dataset on disk (prior to
dimensionality reduction), when Big Data clusters
like Hadoop or cloud-based solutions are available
[21, 22]. The second open question, lying nearly in
parallel to the mentioned one, is about efficiently
using the MapReduce technique for dimensionality
reduction by principal component analysis. Another
open question is how to further speed up the PCA
by implementing it (or TAPCA) on graphic pro-
cessing units (GPUs). These questions are the per-
spective for further research. Furthermore, a general
methodology of efficient computation of principal
components for dimensionality reduction of large
datasets should be formulated and justified.
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B.B. PomaHtok

E®EKTMBHICTb METOY TALL ARRAY Y 3HMXEHHI POSMIPHOCTI HABOPIB OAHX HA OCHOBI METOLY MONOBHNX
KOMIMOHEHTIB

MpobnemaTuka. Po3BigkoBuMii aHani3 AaHyx LWBMAKO po3BMBaETLCS Lie 3 nodatky 2000-x pokiB. Ha 2025 pik GinbLuicTb peanbHux
HabopiB AaHWX KnacudikyTb SK Benuki AaHi. Poboumin npouec aHaniTUK1 BENUKUX aHUX BKIOYAE eTarn nonepeaHboi 06pobkM AaHuX, KU
€ NoYaTKOBOK TOYKOK 06poOKM BenuKMX AaHmx. Ha LuboMy Kpoui AaHi HamararTbCs MakcumMarbHO cnpocTtuti. OCHOBHOK NapagnrMoro
€ 3HWKEHHS PO3MIPHOCTI, L0 A03BOMSE CAPOCTUTK Ta BidyarnidyBaTv MacvBy AaHUX BENWUKOI PO3MIpPHOCTI. MeTof ronoBHMX KOMMOHEHTIB
(PCA) € niHiliHMM MeToaoM 3HMXKEHHS po3MipHocTi. PCA moxHa npuckopuTtu, 3actocysasLum Tall Arrays, sikLLo AaHi 36epiratoTbcs Ha ONCKY.
Tall Array PCA (TAPCA) o64mcnioe ronoBHi KOMMNOHEHTM NOCTYMNOBO, BUKOPUCTOBYHOUM cTparerito divide-and-conquer.

MeTta pocnigxeHHs. MeTa nonsirae y Tomy, wWob BuaHauntu, konu TAPCA dakTU4yHO eeKTUBHUI AN 3HUKEHHS PO3MIpHOCTI.
BuByatoTbCa ABa TMNM Yncen — 3 NOABIMHOK Ta OAVUHAPHOK TOYHICTHO.

MeToauka peanisauii. [lna OOCATHEHHs] 3a3HAYeHOI MeTV reHepyTbCs BUMAAKOBI BENUKi Habopwu AaHux y BUMMSAI mMaTpuub
NeBHOro YncrnoBoro Tuny. MoTiM BUMiptoeTbCs Yac o6uncneHb 3suyanHoro PCA 'y cepenosuili MATLAB, 3acTocoBaHOro 4o 3reHepoBaHUX
MaTpuub. Jani BUMIpOeETbCS 0b4ncnoBanbHUA Yac NEPETBOPEHHS MacuBiB (3reHepoBaHMX MaTpuub) y nam’aTi y tall-macusu. Takox
BUMIiptOETLCS Yac obumcneHHs TAPCA, 3acTOCOBaHOro o TUX 3reHepoBaHnx MaTpuLb, 40 sknx PCA 3acTocoByBaBCs paHille.

Pe3ynbTatn pocnigxeHHA. [MopiBHANBHWI aHani3 ycepeHeHOro Yacy ob4ncrnieHb Mokasye, Lo YacoBa CkiagHiCTb obumcneHb
sk PCA, Tak i TAPCA € pagle nomniHoMianbHO, HiXX CTPOro KBafapaTuyHOK 4K KybiyHot. IcHye maiike rinepbonivyHa rpaHuus, siky
anbTepHaTMBHO MOXHa HasBaTu noporom edektuBHocTi TAPCA, y nnoLmHi KinbkocTi cnoctepexeHb Habopy AaHuX i KiNbKOCTi 03HaK
Habopy AaHwux, 3a skoto TAPCA Ta 3BuyainHmin PCA notpebytoTb NpnbnmsHo ogHaKoBOro Yacy Anst 064MCNEHHS ToNOBHUX KOMMOHEHTIB.

BucHoBKkuW. B 064MCneHHi ronoBHMX KOMMOHEHTIB 41151 3HKEHHSI PO3MIPHOCTI Benukmx Habopis AaHuXx, Wwo 36epiraloTbest Ha AUCKY,
mMetop Tall Array ctae ebekTBHUM 3a ABOX NaparnerbHMX NPoLecopiB, sIKLWO Habip 4aHUX MiCTUTb NpuHanMHI 5-6 MinbloHIB 3anucis.
Meton Tall Array Ginblw edekTvBHUIA Ans HabopiB AaHUX 3 NOABINHOK TOYHICTIO, A€ WOoro mnopir edheKTUBHOCTI CTaHOBUTbL Maixe
6 MinbIOHIB 3anucCiB, TOAI SIK Nopir ePeKTUBHOCTI A4St HABOPIB AaHNX 3 OAMHAPHO TOYHICTIO CTAHOBUTL Big 5 A0 15,2 MinblioHIB 3anucis.

Knto4yoBi cnoBa: 3HMXEHHsI pO3MipHOCTi; MeTof rornoBHKX koMnoHeHTiB (PCA); Tall Arrays; nopir epekTUBHOCTI; NOABIHA TOYHICTb;
oAMHapHa TOYHICTb.

PexomennoBana Pamoro Haniiiiia no penaxitii
GakyIbTeTy NpUKIaIHOI MaTeMaTUKU 30 ciung 2025 poky
KIII im. Iropst CikopcbKoro
IIpuiinsara go nmyoGikarii
30 uepBHs 2025 poky



