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METHOD FOR REFINING WEIGHTS IN MULTI-CRITERIA UTILITY FUNCTION IN MAUT

Background. In modern multi-criteria decision-making, a critical challenge is the determination of weight coefficients
in the utility function. Classical MAUT (Multi-Attribute Utility Theory) methods often rely on subjective expert eval-
uations, leading to potential errors due to expert fatigue and the limited number of comparisons. Additionally, discrep-
ancies in the total weight sum can violate the axioms of linear convolution.

Objective. The paper aims to develop a method for refining weight coefficients in the multi-attribute utility function of
MAUT, which reduces the influence of subjectivity and ensures analytically consistent values.

Methods. An approach based on the Lagrange method applied to a system of normalised weights is proposed. This
method transforms relative (non-normalised) expert assessments into precise weights by solving a system of equations
analytically. To minimise errors, only relative weight ratios are used, reducing the number of expert queries from qua-
dratic to linear complexity.

Results. A formula for refining weight coefficients is derived, preserving relative expert evaluations while ensuring ac-
curacy and normalisation. An example involving four criteria demonstrates the use of Lagrange multipliers to achieve
refined weights with an error margin below 0.001. The method provides stable and analytically sound results without
requiring complete pairwise comparisons.

Conclusions. The proposed method enables efficient refinement of weight coefficients in MAUT without overburdening
experts. Analytical computation reduces error risks and enhances decision-making objectivity. The method is suitable
for tasks with numerous criteria and offers a robust foundation for constructing utility functions in multi-criteria models.
Keywords: MAUT; utility function; weight coefficients; Lagrange method; expert evaluation; multi-criteria deci-
sion-making.

and engineering design. This article examines the
theoretical foundations of MAUT, methods for its
practical application, and its role in improving the
quality of decisions in complex multi-criteria tasks.
Multi-Attribute Utility Theory (MAUT) enables
the following tasks to be addressed [1]:

— to construct a mathematically justified utility
function;

— to verify certain conditions that determine
the form of the function in dialogue with the deci-

Problem Statement

In the modern world, where decisions often
require considering numerous factors, Multi-Attri-
bute Utility Theory (MAUT) has become a key tool
for analysing complex simplex. This theory is an
extension of classical utility theory, adapted to tasks
where it is necessary to consider not one but multi-
ple criteria simultaneously.

MAUT allows for the formalisation of the de-

cision-making process by combining various aspects
of choice into a singular analytical approach. It is
based on the principles of rationality and assumes
that the preferences of an individual or organisation
can be expressed through a function that reflects the
degree of satisfaction for each criterion.

The application of Multi-Attribute Ultility
Theory spans a wide range of fields: from strategic
management and planning to environmental policy

sion-maker (DM);

— to rank all possible alternatives by quality and
evaluate them based on the identified decision rule.

The MAUT method is best suited for tasks
with a large number of alternatives. Main Stages of
the MAUT Method:

Let us outline the stages of solving a problem
using Multi-Attribute Utility Theory:

1. To develop a list of criteria.
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2. To construct a utility function for each cri-
terion.

3. To verify the conditions that determine the
general form of the utility function.

4. To establish a relationship between the eva-
luation of alternatives by criterion and the overall
quality of alternatives.

5. Evaluate all available alternatives and select
the best one.

According to classical utility theory, Multi-At-
tribute Utility Theory is based on axiomatic prin-
ciples. The conditions that a utility function must
satisfy are formulated as axioms. If a condition is
met, it serves as proof of the existence of the utility
function. In MAUT, these conditions can be divi-
ded into two groups:

1. General axioms, which are used in utility
theory.

2. Independence axioms, specific to MAUT.

In this study, we focused on the axioms of the
second group [2].

Main approaches to verifying criteria inde-
pendence and refining weight coefficients in
MAUT

Let us present several independence condi-
tions that belong to the second group of axioms.

1. Difference Independence: Preferences be-
tween two alternatives that differ only in their eva-
luations on an ordinal scale for one criterion C, do
not depend on the identical evaluations for other
criteria C,,...,C.

2. Utility Independence: A criterion C| is said
to be utility independent of criteria C,,...,C, if the
preference order of lotteries, in which only the le-
vels of criterion C, vary, does not depend on the
fixed values of the other criteria.

3. Preferential Independence: Two criteria C,
and C, are preferentially independent of the other
criteria C,,...,C, if the preferences between alter-
natives that differ only in their evaluations of C,
and C, do not depend on the fixed values of the
other criteria.

The first two independence conditions pertain
to the independence of one criterion from others,
while the third condition pertains to the indepen-
dence of several criteria from others.

Main Theorem: If the axioms of the first
group and some independence conditions are sat-
isfied, then it strictly follows that a multi-criteria
utility function exists in a specific form.

We can formulate R. Keeney’s theorem [3],
which underlies practical methods for evaluating

alternatives: If the conditions of utility indepen-
dence and preferential independence are satisfied,
then the utility function is additive:

N
U(X) = ZW,-U,-(X),
i=1
with > 7w, = 1, or multiplicative:
1+ kU(x) = [T+ kwU )

with ' 7w, =1, where

— Let U and U, be utility functions ranging
from 0 to 1;

— w, be the coefficients (weights) of the crite-
ria, where 0 < w< I;

— and k be a coefficient such that £ > —1.

Thus, the multi-criteria utility function can be
defined if the values of the coefficients w, and the
single-criterion utility functions U, (x) are known.

Knowing the range of evaluations for each
criterion, we construct a function that determines
the utility for experts of each evaluation within this
range. The maximum value of this function is set
to one, and the minimum value to zero. To de-
termine intermediate values, deterministic lotteries
are used, depending on the specific task. Examples
of their construction are presented in [2].

To determine the overall utility function,
it is necessary to verify the conditions of utility
independence and preferential independence.
The verification of utility independence can be
combined with the preliminary stage of constructing
single-criterion utility functions.

First, the expert is informed that when
determining equivalent values for certainty, they
should consider that the other criteria have better
values. Then, the expert is presented with the
same task but assumes that the other alternative
has the worst value (similar to the procedure
for verifying utility independence [2, 4]). If the
certainty equivalent is the same in both cases, it
can be concluded that the given criterion is utility
independent of the other criteria.

Note that to fully verify the utility
independence condition, this check should be
performed for all lotteries. However, it is usually
sufficient to perform an approximate check using
the first lottery, which is used only during the
construction of the single-criterion utility function.

During the verification of the independence
condition, the main consideration is to draw a
plane along the axis of two evaluated criterion
values.
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For a complete verification of the preferential
independence condition, all pairs of criteria should
be considered. However, during an approximate
check, one or two of the most important criteria
are selected, and the other criteria are considered
only in combination with them [2, 5].

Strictly speaking, intermediate values should
also be taken into account, but in general, such a
check is considered sufficient [2, 6].

MAUT relies largely on the concept of weights
(importance coefficients) for criteria. It is assumed
that experts can determine the coefficients —
numbers that reflect the importance of a criterion.
The relationship between the weights of the
criteria is established by identifying indifference
points on the planes of two criteria. Unlike testing
preferences for independence conditions, the axis
ranks the criterion values from worst to best.

The main premise on which the classical
methods of Keeney [7], Raiffa [3], and Fishburn
[8] are based (explicitly or implicitly) is that
experts are not mistaken when providing estimates,
and the desired utility function should correspond
as closely as possible to their estimates. For this
purpose, an additive form of the utility function
was developed, which is a direct reflection of the
independence of the criteria for the case when the
sum of the weights is equal to one, as well as a
multiplicative form, which is essentially additive,
with the counterintuitive occurrence of weight
coefficients in the case when their sum is not equal
to one. That is, the second case is considered a
variant of the norm. This approach solves the
problem of constructing the utility function, but
it is difficult to consider it consistent. Because the
sum of the weight coefficients by definition is equal
to one, which is also the basis of the well-known
metamodel of multi-criteria decisions — the linear
convolution method. It is on this understanding
that the intuition of weight coefficients, including
among experts, is based. Then the fact of obtaining
estimates of weight coefficients whose sum is not
equal to one is not fundamental in nature, but is
a common consequence of the existence of errors
in expert assessment. Usually, experts answer a
large number of thematic questions, which leads
to their overload and fatigue, and as a result to
errors in assessments. Not to mention the fact that
infallibility is not inherent in human nature at all,
even in the nature of experienced specialists. In
this study, we adopt the stance that the multi-
criteria utility function, when the criteria are
independent, invariably takes an additive form.

In this case, it is not necessary to require experts
that the sum of weight coefficients be unity. It is
also not necessary to conduct a full set of pairwise
comparisons, which will reduce the load on experts
to a minimum sufficient: the number of calls drops

(n—1)> .
from - to n, which reduces the number of

errors both in general and due to fatigue:

n

dow, =1

i=l1

S wU, = U.
i=1

When a problem of adjusting coefficients was
solved, we have the opportunity to more accurately
and analytically identify the criteria that are im-
portant to us and eliminate the subjectivity of ex-
perts. The approach described below allows us to
obtain refined weight estimates using the Lagrange
method and a certain formalised collection of pri-
mary information from experts.

Method for refinement of weight estimates for
multi-criterion utility function in MAUT

In most cases, when evaluating criteria, an
expert can provide a relative assessment of the im-
pact of one alternative more confidently compared
to another rather than an absolute one. Therefore,
when forming a multi-criteria utility function, we
focus on the relationship between the weights (in-
fluence) of each utility function. By default, we
assume that the expert provides non-normalised
estimates [2, 3, 9], meaning the sum of the weights
does not equal one. However, these estimates can
be adjusted to normalised values through a nor-
malisation procedure. Although Keeney’s theorem
allows us to describe the utility function as multi-
plicative, this introduces more degrees of freedom
and, consequently, accumulates errors in various
types of evaluations. Therefore, it is desirable to
obtain more accurate estimates derived analytically
but based on real facts.

Suppose we do not know the exact estimates
w,, but the expert can provide their subjective esti-
mates of the ratio of weights between criteria, i.e.,

but Ha,.j #1. Our task is to standardise

W,
—_— aij’
j
these estimates so that the product equals 1.
Let us present the procedure for transitioning
from non-normalised estimates to normalised ones

[11]. Suppose our weights are as follows:
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(1

— ==

a, #1;

Zn:wi # 1.
i=1

To switch from multiplicative form, we need
to redefine them like this:

-

(2)

= s = |§
=
I

=
I

i=

To find them, we use the least squares me-
thod:

n

dw =1

i=1

0O<w <1;

w, .
> (—+-0a,)" > min.
W

To solve this problem, we use the Lagrange
method [10]:

L= a) 2w )

where [ — Lagrange function.
Next, we take the derivatives for each w;

% — % + }\',
ow, ow,
where L, — one of the appendices (& -y ).
w.
J
To further simplify, multiply by the corre-
sponding variable for which we took the derivative:

oL w, W,
W,—:2 L —'—(x,. +7\,W,’
" ow, zw,(wj 2 '

J

where the sum is carried out over the remaining
terms of the derivative, and the two appears from
the square when taking the derivative.

The general system of partial derivatives will

look like this (B, = %):

J

Zn:wi =1;
i=1
0<w, <1

Aw

B, (B, — o) =2

If we sum all the transformed partial deriva-
tives, it turns out that on the left side, all terms can-
cel each other out due to the alternating signs (plu-
ses and minuses) in the different partial derivatives.
On the right side, the sum of the weights appears:

Al =1_-1=(01-M_,)~-
-1-M)=M-M_,.
From this, it follows that all terms are equal
to each other:
B12(ﬁ12 - (112) = = Bl/(Bl] _(xij) = = ﬁmn(ﬁmn - amn)'

Clarification. The indices must be cyclic, not
equal to each other, and not symmetric, while
covering all possible combinations of the available
weights.

From the last equation, we can formulate a
parametric quadratic equation for each

BU(BU _ay) )
2 .
By —Byo; —u=0;

D = jo,” +4u;
1
13:-,72 25(\/0@ +4p).

Two cases are considered:
A []a; >1LB; <a; =u<0.
B. [Jo,; <LB;>0; =>pn>0.

In both cases, to solve the quadratic equation,
we choose the option with a plus sign, because it
will be much closer to a; than the option with a
minus, and by formulating the problem, we try to
adjust the available estimates analytically, rather
than strictly correcting them.

Than:

118, :1:>H(ot,.j+,/(x,.j2+4u):2", 3)

where n — number of factors. The two is obtained
from the roots of the quadratic equation with re-
spect to f3,. Knowing B, we can express w;
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1
w, =
1+[3,]. + BBy + e+ BuBu By

where i, j, ..., z are all combinations of indices ac-
cording to the number of weight coefficients.

So, with known a,, the previous equation, al-
though it turns out to be irrational, is an equation
with one variable and can be solved using numerical
methods on a computer.

Let’s give a small example. Suppose we need
to build a multi-criteria utility function consisting
of four criteria. Experts can provide us with relative
estimates of the ratios for these criteria that satisfy
conditions (1).

So it lets:

o, =0,50, =2;a,, =30, =0,4.
Then it means:

Ha,j =1,2.

This indicator is close to unity, but not equal
to it, so it is necessary to run the procedure for
correcting the weight estimates to use the additive
loss function in the future.

Let’s write a condition for finding normalized
estimates:

4
>ow =1

iz

O<w, <1

B, - 0‘12)2 +(By — 0‘23)2 +(By — 0‘34)2 +(By - OL41)2 — min.

Let’s write the Lagrange equation and sub-
stitute a;;:

L= ([312 - 075)2 + (Bza - 2)2 + (Bs4 - 3)2 + (B41 - 0,4)2 -
— (W, + W, + W, +w,).

Next, we take the partial derivatives and set
them equal to zero:

oL 2 2w

— = -0,5)-—*+ -0,4)-A =0;
o w B> ) W By )

oL 2 2w

— =By -2 -5, 0,5 -1 =0;
aW2 W3 (B23 ) W22 (B]Z bl ) b
oL 2 2w

_— = -3 -2 -2)-A=0;
o, w, (Bsy —3) W By -2

oL 2 2w

P —([341 —0,4) _—23 ([334 _3) -1 =0.
ow, w w,

Multiply each equation by the corresponding w;:

oL 2w, 2w,w

a_WI.wl =W—2‘([312—0,5)— 412 LB, —0,4) — 1w, =0;
oL 2w 2w, w

a—~w2:—2([323—2)— 122(312_0;5)—7‘”’2:0;
w, W3 w,

oL 2w, 2w,w

oy, = -3 -2 -2)— 2w, =0;

ow, W, W, By —3) w}; (By; —2) = 2w,

oL 2w 2w.w,

a_'w4:_4(B41_0>4)_ 324('334_3)_7""‘;4:O-
w, W, w;

We sum the equations and get:

}\’ n
—EIZ:I:WI. =0.

Which was to be proved.
So, we can use the results obtained in the
general case (3):

[, +|a, +4u)=2";

(0,5++/0,5% +4p)(2 + /27 + 4p)(3+ /37 +4p) %
x (0,4 ++/0,4% + 411) = 16.

Using numerical methods and with the help
of a computer, we obtain approximate values of
u. Of all the values found, 4 = —0.015 suits us,
because the others have positive values, and ac-
cording to condition (2), we need negative values.

So, the values of B; have the following values:

:O,SJH/O,52+4M.[3 _ 2442’ +4p

BIZ 2 s M23 2 ’
8 _3+\/32+4p‘[3 _O,4+«/0,42+4u3
34 = 2 sH41 T 2

= B, =0,53;B,; =2,01;8,, = 3,005;p8,, =0,43.

Next, from the system of equations we find
the normalized values of w;

4
w, =1,

i=1

w, = 0,53w,;

w, =2,01w;;

w; =3,005w,;

w, = 0,43w,.

We solve the system and get:
w, =0,217;w, = 0,409; w, = 0,093; w, = 0,2805.

The weights are rounded to the third sign,
since there are irrational solutions.
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Based on the obtained weights, we have the
general form of the loss function for these esti-
mates:

U =0,217U, +0,409U, +0,093U, + 0,2805U,.

Further, based on the utility functions for
each alternative, we can obtain an analytical esti-
mate of the total utility from this combination of
utility functions.

Conclusions

Existing methods in the field of multi-attrib-
ute utility theory (MAUT) often rely on subjective
expert judgments and complete pairwise compari-
sons to determine weight coefficients, which results
in increased cognitive load and a high risk of in-
consistency. While previous research has proposed
heuristic or numerical approaches to mitigate expert
errors, these methods typically lack mathematical
rigor and offer limited analytical transparency.

This study presents a novel analytical solution
based on the Lagrange method for refining weight
coefficients in MAUT. Unlike conventional tech-
niques, the proposed method maintains the relative
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METOA YTOYHEHHSA BAT Y BATATOKPUTEPIATNIbHIA ®YHKLIi KOPUCHOCTI B MAUT

MpobnemaTtuka. Y 3agjayvax npunHATTS piweHb ([MP) KPUTUYHUM MOMEHTOM € BU3HAYeHHsI BaroBUX KoediuieHTiB
y GaratokputepianbHin gyHKuUii kopucHocTi. KnacuuHi metogu MAUT (6araTtokpuTepianbHoi Teopii KOpUCHOCTI) crnuvpatoTbes
Ha CyO’EKTMBHI OLIHKM EKCMEepTiB | He € CTINKUMM A0 MOMUITOK Yepes iX nepeBaHTaxeHHs i BToMy. Kpim Toro, BiAXuneHHst cymu Bar
HaAMIpHO BNNMBAE Ha 3HaYeHHA 1 BUMMSAA YHKLIT KOPUCHOCTI.

Meta gocnigkeHHA. Po3pobuTy MeTon YTOYHEHHST OLIHOK 3Ha4YeHb BaroBux KoedilieHTiB y GaraTokpuTepianbHii dyHKUiT
kopucHocTi MAUT, wo 3abe3nevye ix aHaniTU4Hy y3rogXeHicTb i 3MEHLLYE BNIMB NMOMUMOK EKCNEPTIB.

MeToauka peanisauii. 3anpornoHoBaHo nigxig, ocHoBaHui Ha MHK, 3acTocoBHMIN O cucTeMu HopmaniszoBaHux Bar. Llen
MEeTO[, NEPETBOPKE EKCNEPTHI OLiHKM Big4HOLWEHb Bar Ha HOpMari3oBaHi Baru LWASXOM aHaniTM4HOro po3B’sA3aHHS CUCTEMU PIBHSHb.
[Ins 3MeHLUIEeHHS MOMUMOK BUKOPUCTAHO MiHiManbHUA Habip BiQHOLLEHb Bar, WO MiHiMi3ye NOTPIOHY KinbKiCTb €KCNEPTHUX OLIIHOK.

Pesynbraty gocnigkeHHA. ®opmyna Ans BaroBUX KOediLEHTIB HAa OCHOBI €KCMEepTHWUX OLHOK iX BigHOLEHb 3abesnedvye
HaWKpaLly TOYHICTb | Hopmanisauito. MNpuknag i3 YoTMpma KpUTepisiMu BUKOPUCTOBYE METOA, MHOXHUKIB Jlarparxa Anst 3HaxogKeHHs
Bar i3 noxubkow MeHwe 0,001. MeTog 3abe3neyye cTabinbHi Ta aHanMiTUYHO OBIPYHTOBaHI pe3ynbTaTv 3a MiHIManbHOI KinbKOCTi
nonapHUX NopiBHsIHb.

BucHoBKKU. 3anponoHoBaHWiA MeTOA [03Bonsie edeKkTUBHO 3HaxoauTu BaroBi koeddiuieHTM MAUT 3 MiHiManbHUM
HaBaHTaXXeHHsIM ekcnepTiB. Pe3ynsraTy 3MeHLUYHTb BNAUB Cy6 eKTUBHUX NMOMWUMOK i NiABULLYIOTE SIKICTb NPUAHATTS pileHb. MeTop
nigxoaunTb Anst 3agad MNP 3 KiNbKiCHUMK KpUTEPISIMU | IPOMNOHYE HafiiHy OCHOBY ANsi NOOYA0BW y3aranbHEHOMO KpUTEPIto.

KntouyoBi cnoBa: MAUT; ¢yHKUis kopuCHOCTI; BaroBi koediuieHTn; MeTon JlarpaHxa; ekcrnepTHe OuiHBaHHs; Oara-
TOKpUTEPIanbHE NPUAHATTA PilLeHb.

PexomennoBana Panoto Hanpivimra no pemaxiii
HaBYaJIbHO-HAYKOBOTO (Di3UKO-TEXHIYHOTO iHCTUTYTY 5 tpaBHs 2025 poky
KITI im. Iropst Cikopcbkoro
Tlpuiinsara go myomikanii
08 BepecHs 2025 poky
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