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SYSTEM APPROACH TO THE COMBINED USE OF LARGE LANGUAGE MODELS 
AND CLASSICAL MODELS IN FORESIGHT TASKS

Background. Large Language Models (LLMs) and their associated agents have spread wide technology and represent a 
significant advancement in recent times. These state-of-the-art models expose valuable potential, but they are not de-
void of restrictions, inefficiencies, and limits. This article investigates the exploration of these constraints within specific 
domain areas and prediction problems as examples.
Objective. The article highlights features offered by GPT-based models and compares the conclusions with classical 
methods of textual data analysis in classification tasks using the prediction methodology as an example. The purpose of 
the study is to develop a system approach to the combined use of traditional machine learning approaches as a practical 
alternative to LLMs in foresight tasks using the example of STEEP analysis, which provides an opportunity to obtain 
valuable information from textual data.
Methods. The study is structured into four segments, each addressing distinct parts: Data Mining, text pre-processing 
using LLMs, text pre-processing utilizing Natural Language Processing (NLP) methods, and comparative analysis of 
results. Data Mining includes data collection and data pre-processing stages for train and test observations. For the 
utilization of LLMs, chains of thought techniques and prompt engineering were used. 
Results. Throughout this study, it was acknowledged that the LLMs can be used in combination with classical machine 
learning methodologies for domain-specific areas in STEEP analysis under Foresight tasks. The outcome revealed a 
model that was developed significantly faster and with less complexity compared to LLMs such as GPT and Mistral. 
Increasing the number of models employed leads to more stable results.
Conclusions. The main result of the proceeding is that the patterns that reveal LLMs under certain settings can also 
be identified by classical models. Moreover, augmenting the deployment of LLMs during the data preparation stages 
contributes to heightened stability in outcomes. Using classical models combined with LLMs speeds up response times 
during inference and reduces operating costs for running models.
Keywords: system analysis; foresight; textual analytics; classification; LLM; NLP.

Introduction

The new area of digitalization has opened 
the potential insights from textual data, including 
news articles, social media posts, emails and user 
comments. A significant challenge for research-
ers and business lies in structuring this information 
for future demands, such as content generation, 
possible targeted recommendations, and value en-
hancement [1]. These tasks are equally relevant in 
the government sector, particularly in the realm of 
strategic management and planning, where ongoing 
analysis of information from external and internal 
sources not only helps to address current needs but 

also enables long-term planning for decades ahead. 
Specifically tailored for long-term planning within 
government structures, the foresight methodology [2] 
has been developed, and actively implemented across 
all levels of government management bodies [3]. In 
numerous foresight processes, it is crucial to engage 
experts, stakeholders, and citizens in innovative 
workshops and strategic dialogues aimed at making 
sense of complex issues (or futures). According to 
the methodology, these tasks involve creative and 
mathematical techniques for constructing the future 
through various workflows, which process formatted 
and formalized knowledge as semi-structured and 
textual data through the cognitive efforts of experts, 
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specialists, and mathematical models. A substantial 
hurdle presents itself in automating these workflows, 
particularly from the initial stage of processing in-
coming information. Some of these workflows and 
creative methodologies can leverage modern NLP 
approaches, yet they encounter typical NLP task 
problems such as data annotation. This process re-
mains labor-intensive and time-consuming for nu-
merous NLP tasks. While there are several meth-
ods available to generate pseudo-data labels, these 
methods are typically specific to particular tasks and 
initially require a substantial volume of labelled data. 
The introduction of the extensive language model 
GPT-3, which boasts 175 billion parameters, has 
significantly enhanced performance across various 
few-shot learning tasks. In [4] was investigated the 
potential of utilizing GPT-3 in combination with 
human labelling as an economical data labelling 
tool to train other models. Shuohang Wang and col-
leagues provide numerous tables and indicators that 
identify effective combinations of a person and GPT 
for specific datasets. However, they have not shown 
which traditional machine learning models can 
achieve similar performance to any Human&LLM 
combination within a smaller budget. In this arti-
cle, we are going to investigate such powerful tools 
like Large Language Models (LLMs) in specific do-
mains, focusing on the machine learning paradigm 
of Zero-Shot Classification, which operates without 
pre-labelled data, new progressive developed chain 
of thought and Prompt Engineering methodology 
[5]. Using it in LLM is important for several rea-
sons: clarity (clear and understandable information), 
coherence (the logical connection between ideas), 
persuasiveness (cases more compelling), credibili-
ty (well-reasoned insights), problem-solving (sys-
tematically analysing the problem) etc. Overall, a 
special chain of thought and Prompt Engineering 
in communication with LLMs enhances their abil-
ity to engage in dynamic, contextually aware, and 
insightful interactions, leading to more meaningful 
and productive communication experiences. The 
second step is to estimate the influence of text data 
on the domain. Our dataset, parsed from the be-
ginning of 2011 to the end of 2023, includes over 
120,000 records of news headlines extracted from 
trusted and popular sources like The Guardian, 
Time, 9News, FreightWaves, Journal of Commerce, 
and The Times of Earth. The domain-specific area 
is the logistics sector within the USA market, aiming 
to provide a comprehensive overview over the spec-
ified period. The data includes information not only 
from the target domain. It was chosen for a more 
general result. To be more precise, this study is deep 

into whether traditional machine learning methods, 
for example, TF-IDF and Logistic Regression, can 
be used as valuable alternatives to LLMs for specific 
analytical tasks (classification). A successful substi-
tution would suggest that the data contains identi-
fiable patterns that LLMs and traditional methods 
can accurately recognize. Moreover, it would under-
score the importance of these patterns in informing 
the effectiveness and reliability of various compu-
tational techniques employed in linguistic analysis. 
Additionally, the paper would elucidate the impli-
cations of such findings for advancing the field of 
NLP and optimizing the performance of LLMs in 
real-world applications. Our research is not to solely 
investigate the classification prowess of LLMs across 
diverse domains. Rather, we aim to explore the 
feasibility of substituting LLMs with conventional 
approaches grounded in established methodologies. 
As a result, we can decrease the amount of energy 
and expense used for inference LLMs. As we know, 
to be comfortable working with LLMs you need 
GPU accelerators. It is expensive and not environ-
mentally friendly (CO2 emissions during inference). 
This exploration could potentially challenge the de-
pendence on LLMs and represent the objectivity of 
the knowledge base and their hallucination effect.

Problem Statement

In recent years, there has been significant 
research into NLP technologies, including both 
LLMs and traditional machine learning techniques. 
The application and estimation of these methods 
have become critical in understanding their rela-
tive strengths and weaknesses. For example, in [6], 
the potential of NLP, specifically topic modelling, 
is discussed for identifying differences between cit-
izen-derived foresight and institutional foresight, 
enhancing strategic foresight processes. In [7], the 
use of machine learning (ML) and NLP for ana-
lysing large sets of media texts are investigated, 
aiming to underline the foresight process by iden-
tifying future-oriented statements and trends. This 
paper seeks to bridge the gap by evaluating the per-
formance of classical machine learning techniques 
against LLMs in natural language processing tasks, 
addressing the extreme popularity in the media of 
new progressive models, and estimating their practical 
applications. The authors discovered the utilization of 
textual analytics within the Foresight process [8], yet 
encountered a formidable challenge in surpassing the 
capabilities of cutting-edge textual analytics technolo-
gies such as LLM. In the related works [9–12], GPT 
models were explored on tasks using machine learning 
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paradigms zero-shot, one-shot, and few-shot classifi-
cation. They found that GPT zero-shot performance 
is significantly weaker than few-shot performance in 
tasks like reading comprehension, question answering 
and classification. You can see it by differences in 
the f1-score (and other provided metrics) for differ-
ent classification datasets. The main hypothesis is that 
without few-shot observations, it becomes more diffi-
cult for models to perform effectively. Overall, these 
findings shed light on the nuanced dynamics under-
lying the performance of LLMs in different learning 
problems, highlighting the pivotal influence of data 
availability, size and quality, and model training con-
figurations like optimization algorithm, batch size, 
learning ratio, and so on for task effectiveness. To 
address the combination challenge of union Foresight 
studies [13] and LLMs, an approach is introduced to 
integrate future modelling into the existing learning 
frameworks [14]. By employing the subject trajectory, 
which serves as a structured representation of con-
secutive frame sequences, as a learning objective, the 
goal is to establish dependencies between past and 
future contexts. They have proposed two innovative 
methodologies, namely Foresight Pre-Training (FPT) 
and Foresight Instruction-Tuning (FIT), to endow 
MLLMs with predictive capabilities, drawing inspi-
ration from the contemporary learning paradigms ob-
served in Language Models (LMs) [15]. In our work, 
we are going to investigate the classification task on 
the example of STEEP analysis, as a part of foresight 
study, using special techniques like prompt engineer-
ing and chain of thought in a domain-specific area - 

the logistic market in the USA. The main goal of the 
work is to figure out that LLMs can see patterns in 
text data (news headlines) and strictly recognize them 
and then create ML techniques that solve this task 
with similar quality to save computational time and 
fee for LLM clouds. Such an approach brings ben-
efits not only within scientific circles but also across 
various domains. Industries can extract the predictive 
capabilities of LLMs and NLP methodology empow-
ered with foresight studies to enhance decision-mak-
ing processes, optimize resource allocation, and an-
ticipate market trends.

Methods

The process flow of the system approach, as 
illustrated in Fig. 1, involves using panels, experts, 
analysts, and tools to generate or collect text docu
ments in a foresight study (data discovery step). 
These documents are tagged using LLMs in STEP 1, 
despite the potential cost inefficiency. In STEP 2, a 
classical machine learning model is trained with the 
tagged data. STEP 3 involves deploying the trained 
ML model for predictions or analyses. This system-
atic approach focuses on the comparative evaluation 
and cost assessment of LLMs and classical machine 
learning techniques, to achieve an optimal balance 
between performance and cost-efficiency in NLP 
tasks within the context of foresight studies. It em-
phasizes the combined use of large language models 
and classical models to enhance the effectiveness 
and efficiency of foresight-related analyses.

Fig. 1. Integrating Cost-Effective Strategies in Foresight Studies: A Dual-Step Approach with LLM Tagging and ML Model Optimization
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The cost implications encompass three distinct 
zones: the cost-draining area, the cost-ineffective 
area, and the budget-friendly area, distinguished by 
red, yellow, and green dashed borders respectively. 
According to our methodology, the Foresight pro-
cess falls within the cost-draining area due to its re-
liance on labor-intensive organizational and creative 
activities. However, in our study, we employ NLP 
tools for Foresight activities (STEEP analysis as an 
example, there can be other approaches depending 
on classification), potentially automating certain 
tasks and optimizing budget allocation. System ap-
proach to the combined use of large language mod-
els and classical models in a budget-friendly area 
aims to streamline processes and enhance cost-ef-
fectiveness in Foresight.

Data Collection

Data collection is a key component in the ma-
jor of research works [16], especially for those, who 
are centered around language models (LMs). Within 
this domain, an array of diverse textual datasets exists, 
each offering unique insights and challenges. It can 
be books, papers, subtitles, messages, news, to name 
a few. In this study, a dataset has been compiled, 
encompassing news headlines starting from 2011 to 
the end of 2023. We have to admit that emphasizing 
the inclusion of data from the most recent timeline 
(2023) is important for analysis, as certain LLMs may 
have been trained on older data, potentially influ-
encing their performance. While our primary focus 
is not centered on the utilization of historical data 
in LLM training processes, we prioritize minimiz-
ing data leaks [17] and ensuring the stability of our 
results. The main sources of data are The Guardian, 
Time, 9News, FreightWaves, Journal of Commerce, 
and The Times of Earth. The data includes more than 
120,000 records for the targeted period.

Large Language Models as experts

In recent years, the intersection of Foresight 
methodologies and Language Models (LLMs) has 
become more promising across academic, commer-
cial, and industrial domains. Foresight, the ability 
to anticipate future developments, trends or needs, 
has long been a wished tool in various fields. Mean-
while, LLMs have revolutionized natural language 
processing, demonstrating remarkable proficiency 
in understanding and generating human-like text, 
also describing the logical chain of future reason-

ing. There are a lot of LLMs that are accessible 
to users and researchers like GPT, LLAMA, Mis-
tral, BART, GEMINI, etc. The primary difference 
between them lies in architecture variance, num-
ber of parameters, and text corpora for training. In 
these experiments, we stop on GPT-3.5-turbo and 
Mixtral-8x7B-Instruct-v0.1 (Mistral) as base LLMs. 
The anchor parameter was chosen top_k = 50 for 
text generation for both models [18]. The selection 
of benchmark LLMs such as GPT and Mistral for 
our study is underpinned by several factors, each 
contributing to the comprehensive evaluation and 
comparison: established performance (robust per-
formance across various NLP tasks), architectural 
significance (built upon transformer architectures), 
large-scale pre-training (pre-training on vast text 
corpora, diverse linguistic contexts and domains), 
availability and accessibility (publicly available). In 
this paper, we consider GPT and Mistral models as 
leading experts in the field of logistics. These models 
show robust results in news classification tasks [19]. 
The hypothesis is that they are two independent 
experts, whose knowledge base was fulfilled during 
the training procedure. To extract that knowledge 
we use prompt engineering and chain of thoughts. 
For the zero-shot classification, we use STEEP cat-
egories [20] (as an example) according to Foresight 
methodology [2]. The process of the STEEP anal-
ysis involves a deep exploration of external envi-
ronmental factors. This analytical framework divides 
the scope into Social, Technological, Economic, 
Environmental, and Political categories, which lead 
to a comprehensive view of external influences on 
trends. It is used in decision-making systems, strate-
gy planning, and other Foresight tasks. As we men-
tioned before, our LLMs hold expertise in the area 
of logistics. The utilization of appropriate instruc-
tions or prompts is imperative to effectively extract 
knowledge from LLMs, and then to transfer them 
to domain experts. This process involves carefully 
selecting prompts that guide the attention layers 
of models toward the desired information, thereby 
enhancing its ability to generate relevant and ac-
curate responses with the minimization of halluci-
nations. The team has compiled a comprehensive 
list of prompts, guided by our perspective. They are 
well-suited to the task of determining the impact of 
current headlines on the logistics industry, assigning 
a rating ranging from 1 to 10. The combined prompt 
includes instructions for classification and estima-
tion tasks for multiple observations, see Algorithm 1.
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The prompt consists of the instruction, which 
transfers LLM to be an expert in the domain area 
(USA logistic market), the rules of output genera-
tion, which determines a consistent chain of genera-
tion in strict order, examples of desired output, and 
field of “text” inputs. In other words, the prompt 
determines not only the role of the assistant (identity 
and instructions) but also includes represented ex-
amples of the desired output. This is the way we uti-
lize prompt engineering and chain of thought meth-
odology to achieve efficiency in generation with a 
minimum of hallucinations.

ML model training and inference

Natural Language Processing (NLP) stands 
at the frontline position of modern computation-
al linguistics methodology, offering a multifaceted 
approach to understanding and processing human 
language. NLP methods serve as a bridge to the gap 
between human communication and machine un-
derstanding [21]. NLP includes not only approaches 
to work with text data but also has metrics to eval-
uate achieved results. These metrics provide quanti-
tative measures of model accuracy, coherence, flu-
ency, and other relevant attributes. In our study, 
the text corpus is pre-processed by lemmatization 
and the removal of stopwords, ensuring that only 
meaningful content remains for subsequent analy-
sis. Following pre-processing, the transformed text 
data is then encoded into machine-readable features 
using the Term Frequency-Inverse Document Fre-
quency (TF-IDF) [22–23] approach with bigrams. 
This transformation allows us to represent the tex-

tual data in a numerical format. Logistic Regression 
is a fundamental statistical and machine-learning 
technique used for classification tasks. In this study, 
it was used as a baseline machine learning algorithm. 
The core idea behind the method is to find a rela-
tionship between features and the probability of a 
particular outcome. As the TF-IDF approach was 
used in the text pre-processing step, Logistic Re-
gression is a proper choice due to the number of 
input features [24]. For result estimation, standard 
metrics such as precision, recall, and F1-score are 
utilized. Given the prevalence of imbalanced classes 
within the real data, similar to our dataset, we opt 
for the use of macro average and weighted average 
aggregation methods to ensure a more precise eval-
uation of the final metrics. 

Results

In the previous steps of the work: the dataset 
was collected, consisted of news headlines, config-
ured experts (prompt with generation parameters 
for GPT and Mistral models), and generated classes 
with estimated impact value to domain area for each 
observation. The hypothesis of this research aims 
to explore potential dependencies within the data-
set and target STEEP classes, and estimated impact 
on domain area. Additionally, it seeks to level out 
the hallucination effect of generated information. 
The Proof of concept was achieved with the help 
of classic machine learning methods in the Natu-
ral Language Processing (NLP) field. In the first 
step, we split data to train and test in proportion 4:1 
with stratification by target class. A text corpus is 

Algorithm 1 

Base prompt

   [INST]
You are a TOP LEVEL LOGISTIC ANALYST with twenty years of experience.
The task is to classify news headlines in [INPUT]. Estimate the impact of each headline on the USA LOGISTIC MARKET.

   [Rules]
For classification use STEEP analysis.
There are a total of five classification categories: Social, Technological, Economical, Environmental, and Political.
Each text has one, two or three categories. Be aware. Estimation measures from 1 to 10. The higher rank the stronger impact of 
headline on the USA LOGISTIC INDEX.
Use the Example to format the output data: headlines | classes | impact

   [End of Rules]
   [Examples]

Pics of the week: Fields of red honour the fallen on Remembrance Day | Social, Environmental | 2
Rare echidna found for the first time in 62 years | Environmental | 3
Afghan girls win EU prize for farm robot | Technological | 1
Ice slip victims filmed instead of warned | Political | 1
Fuel shortage leads to increase in shipping costs for logistics companies | Economic | 8

   [END Examples]
   [/INST]
  [INPUT]

“{text}” 
   [OUTPUT]
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pre-processed with the TF-IDF approach with bi-
grams. It transforms text into features. In the second 
step, we take Logistic Regression as a benchmark 
machine learning model. The classification report 
for the STEEP classes is represented in Table 1 by 
the first expert assumption.

Table 1. STEEP classification report (GPT)

Class Precision Recall F1 score Sample
Economic 0.84 0.89 0.86 7006
Environment 0.89 0.7 0.78 1383
Politic 0.83 0.85 0.84 5266
Social 0.79 0.76 0.78 4206
Technology 0.78 0.75 0.76 3548

weighted avg 0.82 0.82 0.82 21468

The classification report for the STEEP classes 
is represented in Table 2 by second expert assump-
tion.

Table 2. STEEP classification report (Mistral)

Class Precision Recall F1 score Sample
Economic 0.76 0.85 0.8 8089
Environment 0.76 0.56 0.65 1317
Politic 0.72 0.78 0.75 5705
Social 0.66 0.56 0.6 3290
Technology 0.71 0.63 0.66 4499

weighted avg 0.73 0.73 0.72 22900

The classification report for the STEEP classes 
is represented in Table 3, where both experts have a 
consensus in class prediction.

Table 3. STEEP classification report (Consensus)

Class Precision Recall F1 score Sample
Economic 0.88 0.94 0.92 5799
Environment 0.94 0.69 0.8 866
Politic 0.88 0.9 0.89 3959
Social 0.84 0.76 0.8 2136
Technology 0.85 0.83 0.83 2578

weighted avg 0.87 0.87 0.87 15338

In the third step, an attempt is made to rep-
licate the experiment to estimate the impact in the 
domain area. The results are represented in Table 4 
for the combination of models. It is evident from 
the figure that even the predictions made by a multi-
tude of models are not recognizable by conventional 
methods.

Table 4. Classification report of impact (Сonsensus)

Class Precision Recall F1 score Sample
1 0.73 0.57 0.64 371
2 0.37 0.15 0.21 279
3 0.32 0.28 0.3 382
4 0.26 0.46 0.33 521
5 0.20 0.11 0.13 393
6 0.25 0.26 0.26 461
7 0.25 0.28 0.30 510
8 0.32 0.25 0.28 370
9 0.45 0.33 0.38 289

weighted avg 0.34 0.32 0.31 3576

In exploring the cost-efficiency of Large Lan-
guage Models, it is important to analyse how our ap-
proach can reduce operational expenses. OpenAIʼs 
GPT-3.5 Turbo, for example, operates at a cost of

4$6 10−⋅  per 1000 tokens. By optimizing calculations 
to run on CPUs, our model significantly reduces 
this cost to 12$3.5 10−⋅  per 1000 tokens.

Conclusions

This study has demonstrated the feasibility and 
efficacy of employing traditional machine learning 
methods as viable substitutes for Large Language 
Models (LLMs) in conducting classification tasks 
like STEEP analysis, for example, as a part of fore-
sight study, within specific domain areas. This study 
is applicable to any classification tasks inside the 
foresight methodology. By systematically comparing 
the performance of classic classification models, like 
logistic regression to a valuable substitution of state-
of-the-art LLMs, which are overestimated in social 
prospect. Logistic regression has a better performance 
based on labelling from GPT than the Mistal model 
by weighted average F1 score. It can be explained 
as the varying number of parameters in LLMs and 
text of different size (including text streams) in the 
training corpora. Also, taking a swarm of models 
and their combination for prediction (consensus), 
we can achieve significantly improved and more ro-
bust results. Logistic regression has a weighted aver-
age F1 score of 0.87, see Table 3. This experiment 
proves that the data has some special features (key-
words and dependencies), which are recognizable 
by LLMs and classic machine learning approaches. 
The second experiment is less successful, primarily 
due to two distinct reasons. Firstly, the estimation 
of dependencies in the domain of logistics is much 
more complicated, and classic methods are not a 
proper instrument for it. Secondly, there are possible 
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hallucinations of LLMs in their output. This phe-
nomenon can be presented as insufficient data dur-
ing the training process of LLMs and difficulty in 
generating numerous characteristics precisely.

Moreover, the study revealed that traditional 
models provide a considerable advantage in terms of 
cost optimization. The proposed approach is cheap-
er in 81.7 10⋅  times per 1000 tokens processing. Im-
plementing these models requires significantly fewer 
computational resources compared to LLMs, which 
are often resource-intensive due to their complex 
architectures and large-scale data requirements. This 
aspect of cost-effectiveness is particularly crucial for 
organizations aiming to enhance their analytical 
processes without incurring prohibitive expenses. In 
conclusion, our research not only validates the prac-
ticality of combining LLMs with more cost-efficient 
and equally effective traditional machine learning 
models but also highlights the broader applicability 
and benefits of the proposed system approach. These 
findings encourage further exploration and adoption 
of classic machine learning techniques, promoting a 
more accessible, economical, and flexible analytical 
framework in various industries.

Furthermore, this study briefly touched upon the 
impact of various pre-processing techniques on the 
performance of LLMs compared to traditional natural 
language processing methods. While logistic regres-

sion offers simplicity and computational efficiency, 
it may not adequately capture complex relationships 
that more sophisticated models like random forests or 
neural networks could elucidate. The proposed system 
approach of a combination of LLMs and traditional 
ML models presents robust performance and results. 
Future research could also explore the integration of 
additional LLM platforms beyond the GPT-3.5-tur-
bo and Mixtral-8x7B-Instruct-v0.1 used in this study, 
to assess their effectiveness across a broader range of 
applications and datasets. This would provide a more 
comprehensive understanding of how different LLMs 
perform in diverse analytical contexts.
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Володимир Савастьянов, Михайло Столяр

СИСТЕМНИЙ ПІДХІД ДО КОМБІНОВАНОГО ВИКОРИСТАННЯ ВЕЛИКИХ МОВНИХ ТА КЛАСИЧНИХ МОДЕЛЕЙ В ЗАДАЧАХ 
ПЕРЕДБАЧЕННЯ

Проблематика. Великі мовні моделі (LLMs) та повʼязані з ними агенти широко застосовують у різних сферах життя 
та є одними з технологічних проривів за останні роки. Ці найсучасніші моделі демонструють вражаючий потенціал, але в деяких 
ситуаціях вони демонструють неефективність. У цій статті досліджено виявлені обмеження у конкретних галузевих сферах 
і на прикладах задач передбачення. 

Мета дослідження. У статті висвітлено можливості, які пропонують моделі на основі GPT, та зіставлено висновки із кла-
сичними методами аналізу текстових даних у задачах класифікації на прикладі методології передбачення. Метою дослідження є 
розроблення системного підходу до комбінованого використання традиційних підходів машинного навчання як практичної альтер-
нативи LLMs у задачах передбачення (форсайту) на прикладі STEEP-аналізу, який дає можливість отримувати цінну інформацію 
із текстових даних.

Методи. Це дослідження структуроване на чотири сегменти: Data Mining, передобробка тексту з використанням LLMs, 
передобробка тексту за допомогою класичних методів обробки природної мови (NLP) та порівняльний аналіз результатів. Data 
Mining включає етапи збрирання даних і попередної обробки даних для навчальних і тестових спостережень. Для використання 
LLMs було застосовано підходи “chains of thought” та “prompt engineering”.

Результати. За результатами дослідження було встановлено, що LLMs можуть бути застосовані у комбінації із класичними 
методами машинного навчання для доменних специфічних сфер у STEEP-аналізі завдачах прогнозування. Результати показали, 
що запропонованих підхід є значно швидшим і має меншу складність порівняно з LLMs, такими як GPT і Mistral. Збільшення 
кількості використаних моделей приводить до більш стабільних результатів.
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Висновки. Основний результат роботи полягає в тому, що патерни, які виявляють LLMs за певних налаштувань, також 
можуть бути виявлені класичними моделями. Понад те збільшення кількості використаних LLMs на етапах обробки даних сприяє 
підвищенню стабільності результатів. Використання класичних моделей у комбінації з LLMs прискорить час відповіді та зменшить 
експлуатаційні витрати на запуск моделей.

Ключові слова: cистемний аналіз; методологія передбачення; текстова аналітика; класифікація; LLM; NLP.
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