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MODIFIED ALGORITHM OF COLLABORATIVE FILTERING
FOR FORMING USER RECOMMENDATIONS

Background. In our online life, we get a lot of information, and more and more people don't want to rummage
impassable jungle of information. Each of us wants to quickly find what is looking for. Many sites such as YouTube,
Facebook and Twitter have already had recommender system and many people have used it. Recommender systems
are becoming more and more popular.

Objective. The base algorithm of collaborative filtering which is used in recommender system is considered. We are
trying to find bottleneck problems of base algorithm of collaborative filtering to improve it and take a gain in time.
Methods. We have analyzed the base algorithm of collaborative filtering and have found bottleneck problem. The main
runtime of the algorithm is concentrated to calculate user similarity. We calculated the average rating for object in
cluster with weighting factor. We use two criterions to compare the base algorithm with the modified algorithm. First
criterion is the algorithm runtime. Second criterion is amount of elementary permutations we have to do to get rec-
ommendations which are provided by the base algorithm of collaborative filtering. The main factors which influence
the algorithm runtime of collaborative filtering are: number of users, amount of objects and percentage of filling.
Results. The modified algorithm of collaborative filtering was compared with the base algorithm of collaborative filtering
by two criteria. The difference between the results of both algorithms does not exceed 5%. The modified algorithm
works faster than the base algorithm. Furthermore, with increasing the number of users or amount of objects the
runtime difference will increase. The results of research are presented in graphs.

Conclusions. We have analyzed the base algorithm of collaborative filtering and methods to improve it. We can conclude
on the feasibility of the modified algorithm of collaborative filtering from the research. The modified method gives a
great gain in time. If systems start to use this modified algorithm, this can solve the problem with the runtime of the
algorithm of collaborative filtering and allows giving recommendations faster than the system which uses the base
algorithm.
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Introduction

Since 2010s, popularity of recommender sys-
tems has been intensely growing [1]. Many sites such
as YouTube, Facebook and Twitter have already had
recommender systems [2]. Algorithms work fast and
give good recommendations but over time the
information in the database continues to grow and
there comes a time when recommender systems can
give recommendations just over a longer period of
time [3]. This problem is growing up and the rec-
ommender system must be refreshed.

Most systems that suggest service offerings
based on the user behavior use one of two basic
approaches: collaborative filtering and content
filtering [4]. In addition, recently, the principles of
the above strategies have begun to be combined into
a third hybrid filtering approach [5].

Content filtering offers elements based on the
behavior of its users. That is, this approach uses
retrospective view data.
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Collaborative filtering makes suggestions based
on the results of the analysis of the previous user
behavior. This model is implemented based on the
behavior of the user being considered, or more
often, taking into account the behavior of other
users of the cluster to which the user is considered.
The second case is more effective [6].

In modern recommender systems, different
methods are used to solve the problem of making
personalized recommendations:

— item-based algorithm of collaborative filter-
ing [7];

neural collaborative filtering [8];
the neighborhood approach [9];
latent factor models [9];

— differential privacy protection [10].

In the article we have modified collaborative
filtering to improve the runtime of the base algo-
rithm.
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Problem statement

In our article we find methods to improve the
base algorithm of collaborative filtering. Searching
and buying things online is becoming more and
more popular in our life. The problem is that there
are too many products and it is usually not easy for
the user to choose something. Also, the web direc-
tory is not always trusted by the user. The user will
have less suspicion if one sees that someone has
bought a product or left a review. Therefore, the
question arises as to the advisability of the recom-
mendation sub-system. There are users who have
left a product review or rated it on a ten-point scale.
You need to analyze the information that users have
displayed on the web directory and identify the
object that is most comfortable for the user.

Substantive statement of the problem

The input data of our task are:

— Bis a set of goods and services;

— biis an element i of set B,

— U is a set of users;

— u; is an element j of the set U;

— i 1is an index of a recommended object (or,
simply, object i).

The target function is

R={b|beB,i=1c)

where R is a set of recommendations, and ¢ is num-
ber of recommended objects;

Description of solution methods

In order to improve the algorithm of collabo-
rative filtering, consider peculiarities of its routine.
Then, we determine the narrow place where we can
modify algorithm. There are many implementations
of collaborative filtering but the main idea is that we
can show in the next stages:

Stage 1. Read from the database or another
place where we save our information the objects and
their ratings that users put on the objects.

Stage 2. For each user from a cluster of users,
to determine user similarity, for which we make recom-
mendations, using the Pearson correlation coeffi-
cient. The similarity between sets of ratings of users
u, and u, from a cluster is determined by formula
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where ui is a set of user ratings for which we make
recommendations; u, is a set of user ratings from
cluster; m is a number of user ratings objects; (u,); is
element i of set u;; (u,); is element i of set u,;

u, is mathematical expectation random variable
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Stage 3. For each object of user u (for which
we make recommendations) to calculate the meas-
ure which, after its normalization, shows how much
the user may like the recommendation:

r=k Y sim@u)-r, ;,@i=1m) ()
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is a normalization factor; sim(u,u’) is the similarity
between two users calculated by formula (1); r,;
is a rate of object i exhibited by user #' from the
cluster.

These are the main stages of the base algorithm
of collaborative filtering. Of course, the measure of
similarity between users can be determined differ-
ently but having evaluated the measures of similarity
by the ELECTRE, a decision-making method, we
can see that the Pearson correlation coefficient is
the most accurate [11, 12].

Stage 4. For each measure r; to make nor-
malization by formula

7

;= 4)
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where r,,, = max(r;) (where K is a set of measure
rek

that shows how much the user may like the recom-
mendation); rn; is a normalized measure .

Bottleneck problem

We have analyzed the base algorithm of collab-
orative filtering and have found a bottleneck prob-
lem in stage 2. The main running time of the algo-
rithm is concentrated to calculate user similarity.
So, our main goal was to move away from calculat-
ing user similarity. We calculated the average rating
for an object in the cluster with a weight factor.
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The modified algorithm of collaborative filtering

We show our modified algorithm of collabora-
tive filtering using stages as in the base algorithm of
collaborative filtering:

Stage 1. To read from the database or another
place where we save our information the objects and
their ratings that users put on the objects (the same
as in stage 1 of the base algorithm).

Stage 2. We unite users in groups, where the
number of users in the groups must be close or equal

to ~/n , where n is a number of users in set U.

Stage 3. For each group, to determine the av-
erage rating of objects that users have rated by using
formula

Usi
Tay,i = Uf’ A (%)

a

where U, is a total number of users in group; U; is
a number of users who rated the object;

Zru'i
f_dsU
U

c

where U, is the total number of user ratings.

Stage 4. For each group, with the average rat-
ing of objects, to determine similarity with the user,
for which we make recommendations using the
Pearson correlation coefficient. The similarity be-
tween a user and a group is then calculated in the
same way as the similarity between users. We can
use formula (1) from stage 2 of the base algorithm.

Stage 5. For each object, to calculate the
measure that shows how much the user may like the
recommendation. We can use formula (2) from
stage 3 of the base algorithm, but instead of similar-
ity between users we take the similarity between the
user and group. Then, to make normalization in the
same way as in stage 4 of the base algorithm.

Numerical example of getting ratings by modi-
fied algorithm

Consider an example, in which we have 5 users
and 5 objects. In Table 1, the rating of user i for
object j is shown at the intersection of row i and
column j.

Now, the users are united into two groups, as
on stage 2 of the modified algorithm. Users 2 and 3
are in one group and users 4 and 5 are in another
one. Then, we calculate the average rating of objects
that users have rated by formula (5) from stage 3 of
the modified algorithm. Average ratings of objects

are shown in Table 2. For the 1st object in the 1st

. . 1(5+0
group average ratings is ST F 2.5.

Table 1. The ratings of users

Users Objects
1 2 3 4 5
1 5 2
2 5 1
3 4
4 2 2 2
5 4 1

Table 2. Average ratings of objects for groups

Objects
Groups
1 2 3 4 5
User, for which
we make 5 2
recommendations
Group 1 2.5 3 2 0.5
Group 2 0.5 2 1 0.5 1

Each group can be replaced with a user with
ratings from Table 2.

Then, for each user, with the average rating of
objects, we calculate the similarity with the user, for
which we make recommendations using the Pearson
correlation coefficient by formula (1). The Pearson
correlation coefficient for the user and group 1
is —0.6042. The Pearson correlation coefficient for
the user and group 2 is —0.1925.

Then, for each object, we calculate the meas-
ure by formula (2) which shows how much the user
may like the recommendation shown in Table 3. For
object 1, the measure is

(2.5-]-0.6042] +0.5- |- 0.1925) _ 1.60675

= ~ 2.0158.
|- 0.6042| + |- 0.1925] 0.7967
Table 3. Value of measure (2) for objects
Objects 1 |2 3 4 5
Measure The object | The object
that shows has already| has already
how much |2.0158| 3 been been 0.6208
the user evaluated | evaluated
may like by user 1 by user 1
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Then, we make normalization by formula (3)
as on stage 3 of the base algorithm, that is shown in
Table 4.

Table 4. Normalized measure (4) for objects

Objects 1 2 3 4 5
The object | The object
. has already | has already
Normalized 1) (723 1| been been  [0.2069
measure
evaluated | evaluated
by user 1 by user 1

Finally, the result of the modified algorithm is
the ranking as follows: 2, 1, 5. So, the recommen-
dation for user is object 2 (the highest priority), then
is object 1 (medium priority), and the object 5 has
the lowest priority.

Research on the relevance of the modified algo-
rithm of collaborative filtering

We used two criteria to compare the base and
modified algorithms:

1. Runtime of the algorithm.

2. The relative distance between the two algo-
rithms (p), which shows the difference between the
base algorithm and modified algorithm by formula

p=-L 100% (6)

pmax

where p, is an amount of elementary permutations
we must to do with a ranking by the modified algo-
rithm to get the ranking given by the base algorithm
of collaborative filtering (or, in other words, it is a
distance between two rankings); p .. is the maxi-
mum amount of elementary permutations between
the two rankings.

We can see that the closer the value of (6) to
zero, the smaller is the difference between two re-
sults of algorithms. For example, difference between
two ranking (2, 3, 1) and (1, 2, 3) by formula (6) is

» :% 100% ~ 67%.

The main factors which influence the runtime
of algorithm are:

1. Number of users.

2. Amount of objects.

3. Percentage of filling. This factor shows how
many rates have been put up by the user. For in-
stance, our system has only 10 objects and a certain
user has put up 5 rates. So, the percentage of filling
will be 5/10 = 0.5.

If we want to see, how each of the factors in-
fluence our criteria, we have to choose one criterion
and change it, while others are frozen as constants.
Then we have to determine the boundaries of the
factors.

Number of users

According to [11], we have to cluster users in
group. The k-means method is one of the simplest
among all clustering algorithms.

A peculiarity of the implemented algorithm
consists in that we do not determine the value of the
function among all users of the system, but only
between users of the preformed cluster, which allows
to significantly speed up the algorithm by reducing
the input data for the algorithm. Another important
factor is that filtering happens between such users.
This means that users with the same preferences will
be compared. Such actions make it possible to suc-
cessfully combine it with the k-means algorithm [11].
As a result, we cannot use a large number of users
in research. Ordinary cluster contains from 30 to 100
people inside. When we freeze this factor, the value
of people is 50.

Amount of objects

New systems have a lot of objects, but to show
efficiency of the modified algorithm collaborative
filtering we can use a small amount of objects: it is
from 200 to 1000 objects. When we freeze this fac-
tor, the value of objects is 400.

Percentage of filling

We can change the percentage of filling from
zero to one, but in real life people never put up rates
for all objects in system. Usually the number of
scores compared to all objects will not be great, it is
no more than 40%. So, in our research we will
change the percentage of filling from 20% to 80%.
When we freeze this factor, the value is 40%.

Results of research

The results of researching are shown in three
points:

When we studied the unchanged number of us-
ers and number of objects, we took 50 users and 400
objects. The difference between the results of both
algorithms calculated by formula (6) is shown in
Fig. 1.
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Fig. 1. The difference between algorithms when we changed the
percentage of filling from 20% to 80%

Fig. 2 shows the runtime of the two algorithms
versus the percentage of filling.
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Fig. 2. Runtime of the two algorithms when we changed percent-
age of filling from 20% to 80% (the line shows the
runtime of the base algorithm, and the dashed line shows
the runtime of the modified algorithm of collaborative
filtering)

So, we can see from the research that the dif-
ference between the results of both algorithms cal-
culated by formula (6), when we changed the per-
centage of filling, is less than 5%. In Fig. 2, we can
see that the runtime of the modified algorithm takes
much less time with increasing the percentage of
filling.

When we studied the unchanged number of us-
ers and percentage of filling, we took 50 users and
40 percentage of filling. The difference between the
results of both algorithms calculated by formula (6)
is shown in Fig. 3.
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Fig. 3. The difference between algorithms when we changed the
number of objects from 200 to 1000

Fig. 4 shows the results of the runtime of the
two algorithms versus the number of objects.
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Fig. 4. Runtime of two algorithms when we changed number of
objects from 200 to 1000. The line shows the runtime of
base algorithm of collaborative filtering. Dashed line
shows the runtime of modified algorithm of collaborative
filtering

So, we can see from the research that the dif-
ference between the results of both algorithms cal-
culated by formula (6), when we changed the num-
ber of objects, is less than 5%. In Fig. 4, we can see
that the runtime of the modified algorithm takes
much less time with increasing numbers of objects.

When we studied the unchanged number of ob-
jects and number of objects, we took 40 percentage
of filling and 400 objects. The difference between
the results of both algorithms calculated by formula
(6) is shown in Fig. 5.
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We analyzed the work of the base algorithm of
collaborative filtering. Then we found bottleneck
place in algorithm. We formed stages of modifying
the algorithm. The developed algorithmic software
is applied to solve the problem of runtime. As a re-
sult of the research, we made sure that our modified
algorithm works faster than the base algorithm of
collaborative filtering. We used two criteria to
compare the base and modified algorithms. It was
shown that the difference between the results of both
algorithms is insignificant, if the value of criterion (6)
is close to zero and doesn’t exceed 5%. We can see
from the research that the results of both algorithms
by this criterion are close. So, if systems start to use
6. Runtime of the two algorithms when we changed the this modified algorithm, this can solve the problem
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I.FO. Kouy6ei, O.C. XKypakoBcbka

ANFOPUTMIYHE 3ABE3MNEYEHHA ®OPMYBAHHA PEKOMEHIALIM KOPUCTYBAYAM BEB-KATANOTY

MpobnemaTtuka. Y HaloMy OHNanH-XUTTi MU oTpuMyeMo BaraTo iHcpopmauii, i Bce Ginblue niogei He xovyTb aHanisyBaTu yu
nepernsagati Benuki o6csarm iHopmadii. KoxeH i3 Hac xo4ve WBMAKO 3HAWTK Te, Wo wykae. Ha Garatbox cavitax, Takmx sik YouTube,
Facebook i Twitter, Bxe € cuctema pekomeHgadin, i 6arato kopucTyBauis BigaatoThb i nepesary. ®opmyBaHHs anropuTmivyHoro 3abeasne-
YEHHS pekoMeHAaLiHUX CUCTEM Ha CbOTOAHI € AyXe akTyanbHOo npobrnemoto.

Meta pocnigxeHHs. Mu posrnsigaemo 6a30Buii anropntm konabopaTuBHOI inbTpalLii, k1A YacTo BUKOPUCTOBYETLCS B CUCTEMAX
pekomeHAauin. Hamaraemocs 3HanTu By3bki Micusa 6a30BOro anroputmy konabopaTuBHOI (hinbTpauii Anst Moro BAOCKOHanNeHHs, TobTo
NOKpaLLeHHsA NOro WBuakKoaii.

MeToauka peanisauii. Mu npoaHanizyBanu 6asosuii anroputm konabopaTtmsHoi dinbTpadii Ta BUABUIM By3bke MicLe. OCHOBHUI
Yyac poboTu anropuTMy 30CepEXEHUN Ha 0OBYUCTIEHHI CXOXOCTi KOpUCTYBaYiB. Y MoaMdikoBaHOMY anroputMi My 064MCIIIOEMO CepeHo
OLiHKy 06’€eKkTa B knacTepi 3 KoediLieHTOM 3BaxyBaHHs. [Ins nopiBHAHHSA 6a30BOro anroputmy 3 MoAmMdiKoBaHVM anropuTMOM MU BUKO-
puctoByemo ABa kpuTepii. [Mepunin kputepih — yac poboTu anroputmy. Opyruidi KpUTEPIN — Le KinbKiCTb eNeMeHTapHUX NepecTaHoBOK,
SIKi MM MOBUHHI 3pobuTy, OO oTpumaTy pekomeHaaldii, ki aae 6azosuit anroputm konabopaTtusHoi dinbTpauii. OCHOBHUMYK dhakTopamu, siKi
BNSIMBAOTb Ha Yac poboT anropuTMy konabopaTuBHOI (inbTpaLii, €: KinbKiCTb KOPUCTYBaYIB, KiNbKiCTb 06’ €KTIB i BiJCOTOK 3aMOBHEHHS.

PesynbTatn pocnimkeHHA. 3 AOCMIIKEHHS OTPMMAHO pe3ynbTaTu BiAXUINEHHSA y pesynbTatax Mk 6a3oBuM Ta MmoaudikoBaHUM
anroputTMamu, sike konmeaeTbest Mixk 3 Ta 5 %. MogudikoBaHUii anropyTm NpaLtoe Wwaualle, Hixk 6a3oBuin, 40 TOro X 3i 36iNbLIEHHAM Kifb-
KOCTi KOopucTyBauiB abo KinbKocTi 06’ eKTiB pi3HULA B Yaci pobotu Gyae 36inbLuyBaTucs. PesynbTtatv oCmimKeHHS npeAcTaBneHi y rpadikax.

BucHoBku. Mu npoaHanizysanu 6a3oBuil anropuTm konabopaTneHoi inbTpauii Ta MeToam oro BAOCKOHaneHHs. MoxHa 3pobutu
BVICHOBOK MPO AOUIMNbHICTE BUKOPUCTaHHA MoaudikoBaHoro anroputMy dinbtpauii. MoaudikoBaHuin anroputm Aae BENVKUN BUTpaLL y
yaci. SKLOo cMcTeMM NOYHYTb BUKOPUCTOBYBATU MOAUMIKOBAHUIA anropuTM, Lie 3MoXe BUpILIMTY NpobnemMy 3 YacoM po6GoTu anroputMy
dinbTpaLii i AacTb 3MOry AaBaTn pekoMeHaaLii LBuaLle, Hixx cUCTeMa, sika BUKOPUCTOBYE 6a30BUIA anroputM.

Knio4yoBi cnoBa: pekomeHgadiiHa cuctema; konabopaTtuneHa dinbTpauis; MogndikoBaHUn anroputM konabopaTuBHOI dinbTpaii;
Beb-kaTtanor.

M.10. Kouy6ew, O.C. XKypakoBckas

ANFOPUTMUYECKOE OBECIMEYEHNE ®OPMUPOBAHUA PEKOMEHOALINA MOJNB30OBATENAM BEB-KATANOMA

Mpo6nemaTtuka. B Halleln OHNaMH-XN3HK Mbl NOMy4aeM MHOro MHdopMaLun, 1 Bce Gonblue noden He XOTAT aHanuanpoBaTtb Unm
npocmaTpmBatb 6onblune obbembl MHpopmaumu. Kaxabii U3 Hac Xo4yeT ObICTPO HalTK TO, YTO MLWET. Ha MHOMMX camTax, TakMx Kak
YouTube, Facebook un Twitter, yxxe ecTb cuctema pekomeHgauuin, 1 MHOrMe Nonb3oBaTenu oTAalT ev npegnovteHme. PopmmpoBaHue
anropuTMmnyeckoro obecneyveHns pekoMeHaaTeNnbHbIX CUCTEM B HAcTosILLLEE BPEMS SIBMSIETCA OYEHb aKkTyanbHOW Npobnemon.

Llenb uccnepgoBaHus. Mbl paccmatpuaem 6a30Bbiii anroputm konnabopaTvBHOM hunbTpauum, KOTOPbIA YacTo UCMONb3yeTcs B
cucTemax pekomeHgaumii. MNbiTaemcst HAUTK y3kMe MecTa 6a30Boro anropMTma konnabopaTnBHOM uUnNbTpaLMK A5s ero COBEPLLUEHCTBO-
BaHWsl, TO €CTb YBENUYEHNS €ro BbICTPOAENCTBYUS.

MeToguka peanusauuu. Mbl npoaHanuavpoBany 6a3oBkI anropuTm konnabopaTtMBHON unbTpauum 1 o6HapyXunm y3koe mMec-
T0. OCHOBHOE Bpemsi paboThl anropuTmMa CocpeaoTOMEHO Ha BblYMCIEHNM CXOACTBA Nofb3oBaTtenei. B MoandpuumMpoBaHHoOM anroputme
Mbl BbIYUCIISIEM CPELHIOK OLIEHKY 06beKTa B Knactepe ¢ KoadmuneHToM B3BeLLMBaHWSA. [Ina cpaBHeHNs 6a3oBOro anroputma ¢ Moau-
ULMPOBaHHbBIM anropuTMOM Mbl UCMONb3yeM ABa Kputepusi. [epBbiii KpUTepUii — BpeMst paboTbl anroputma. Bropoi kputepuin — konu-
YECTBO 3NEMEHTAPHbIX NEPECTAaHOBOK, KOTOPbIE Mbl JOJDKHbLI cAenaTtb, YTOObl NOyYnTb PEKOMEHAAUNM, KOTOPbIe AaeT 6a30BbIA anro-
puT™M KonnabopaTuBHol cunbTpaumn. OCHOBHbIMM (hakTopamu, KOTOpble BIMAIOT Ha BpeMsi paboTbl anropuTma konnabopaTuBHOM
unbTpauum, ABMSIOTCA: KONMYECTBO Nofb3oBaTeNen, KONMYEeCTBO OOEKTOB 1 NPOLEHT 3anofHeHus!.

Pe3ynbTathbl uccnegoBaHus. [onyyeHbl pe3ynbTaTbl OTKIIOHEHNS B pe3ynbTaTax Mexay 6a3oBbiM 1 MOANMULMPOBAHHBIM anro-
puTmMamm, koTopoe konebnetcsa mexay 3 u 5 %. MoandnumpoBaHHbI anropntm paboTaeT GeicTpee 6a30BOro, K TOMY Xe C yBeNUYeHnem
KonuyecTBa rnonb3oBaTenel unm konmyecTsa o6bEKTOB pasHuLa Bo BpeMeHn paboTel ByaeT yBenunyneaTbes. PesynbTaThl uccnenoBa-
HUSI NpeacTaBneHbl B rpadmkax.

BbiBoabl. Mbl npoaHanuavpoBanu 6a3oBbii anroputM konnabopaTnBHOW unbTpauum U MeTOAbl Ero YCOBEPLUEHCTBOBAHUS.
Mo>xHO caenatb BbIBOA, O Lienecoobpa3HOCTH UCMONb30BaHNS MOAMMULIMPOBAHHOIO anroputma punbTpaumm. MoanpuumpoBaHHbIv an-
roput™ gaet 60nbLUON BbIUMPbILL BO BpEMEHU. Ecnn cuctembl Ha4YHYT UCMOMb30BaTb MOAMMULMPOBAHHbLINA anropuTM, 3TO CMOXET pe-
WKTb Npobnemy co BpemeHeM paboTbl anropuTma unbTpauuyM 1 NO3BONUT AaBaTb pekoMeHgauun GbicTpee, YemM cuctema, kotopas
ncnonb3yeT 6a30BbIf anropuTM.

KnioueBble cnoBa: pekoMmeHAaTenbHas cuctema; konnabopatvBHas punbTpaums; MoanduLMpoBaHHbIA anropuTm konnadopa-
TMBHOW unbTpauun; Beb-katarnor.

PexomeHnoBaHa Panoto dakynbreTy Hagpiiinuia no penakitii
IPUKJIaTHOI MaTeMaTUKNA 28 mucromana 2019 poky
KIII iM. Iropst CikopchKOTo
IMpuiinsta no myoGmikarii
25 yepBHs 2020 poky





