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MODELS OF COMPUTATION FOR DIGITAL TWINS DATA PROCESSING

Background. The digital twin is a virtual model of a physical object or process (physical twin) which fully reflects its
characteristics in dynamics over a period of time. The concept of digital twin involves the representation, processing,
manipulation of multimodal data which characterizes the physical twin. The digital twin data processing requires new
models of computation in order to simplify synchronization and aggregation of multimodal data for both behaviour and
appearance models of the digital twin.

Objective. The purpose of the research presented in this paper is to develop models of computation for digital twins
data processing as well as to fulfil practical implementation of multimodal data synchronization and aggregation for e-
health applications.

Methods. The basic computation model is based on the concept of a multi-image which is considered as a data
mathematical model. The notion of a multi-image is defined in the algebraic system of aggregates. In the basic com-
putation model the multi-image is a key abstraction, which is defined at two levels: at the level of input data formation
and at the level of formation of multimodal data structure to be processed. The advanced computation model for digital
twins includes three stages of synchronization and aggregation, a stage of data processing of both the behavioural model
and the appearance model according to the specific task of studying the real-world object (physical twin), and a stage
of reproducing the digital twin.

Results. The proposed computation schemes make it easy to synchronize and aggregate heterogeneous data entering
into a computer system from multiple sources. The results obtained in the experimental part on this research allow
concluding that the computational complexity of multimodal data processing is reduced in comparison with the tradi-
tional approach.

Conclusions. Two computation models are proposed for digital twin data processing: a basic computation model and a
computation advanced model for digital twins. The key component of these models is multimodal data synchronization
and aggregation procedure. A mathematical apparatus of the algebraic system of aggregates is used in the presented
research to simplify synchronization and aggregation of multimodal data defined in time.

Keywords: digital twin; model of computation; multimodal data processing; algebraic system of aggregates.

Introduction

Digital twin technology proposes a new ap-
proach to representing and processing a dynamic
digital model of a physical object (process), its past,
present, and future states and behaviour. According
to [1—4], a digital twin is a set of virtual information
structures that fully describes the future or actually
existing physical object from a micro-level (single
element level) to a macro-level (general view, geo-
metric representation, general properties of the ob-
ject as a whole). Creation of a digital twin for a
physical object is a topical task, because the digital
twin enables modelling possible behaviour of its
physical twin, estimation its future critical states,
searching optimal strategies for the physical twin
treatment, etc. [2, 3]. Digital twin technology has
been developed for engineering and manufacturing,
but its key idea may be adapted to many other areas,
including e-health.
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The digital twin is a virtual model of a physical
object or process (physical twin) which fully reflects
its characteristics in dynamics over a period of time.
The concept of digital twin involves the representa-
tion, processing, manipulation of multimodal data
that characterise the physical twin, and obtaining
certain components of this data as needed to solve
the problems of simulation, simulation, optimiza-
tion of procedures for controlling the physical twin.

The digital twin concept to be applied in an
industrial system can enable better product life cycle
management. It allows to describe a model of a cer-
tain complex object in virtual space created in par-
allel with the physical system and is gradually en-
riched with information; this process is based on the
so-called “mirrored spaces model” or “information
mirroring model” [4].

The term “Digital Twin”, as such, was first
mentioned in a NASA report containing their future
modelling and simulation strategies [1, 3]. The
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NASA program assumes that the digital twin is an
integrated multiphysics, multiscale, probabilistic
simulation of a research object (e.g., an aircraft) that
uses models which are constantly evolving based on
data continually coming from sensors of the real ob-
ject and accumulating to reflect the life cycle of the
corresponding object under study — the physical
twin. The digital twin needs to be as much realistic
as possible and it can represent either one or more
interdependent physical twin systems. Analysing the
behaviour of the digital twin, it is possible to detect
anomalies in the behaviour of the components of
the physical twin long before an emergency occurs
in the physical twin and, thus, it allows to prevent
this emergency in a timely manner. The digital twin
integrates sensor data from the embedded system
aboard the physical twin, contains information
about the research history of the physical twin, etc.
Thus, a digital twin is an individualised realistic vir-
tual model of a particular object under investigation —
a physical twin. For example, the role of digital
twins of production systems implementing Industry
4.0 methodology [4] is to use them for prediction
and optimization of the production system behav-
iour at each phase of the life cycle.

Problem statement

The purpose of the research presented in this
paper is to develop models of computation for digi-
tal twins data processing as well as to fulfil practical
implementation of multimodal data synchronisation
and aggregation for e-Health applications.

Analysis of Digital Twin technology

The digital twin includes both a appearance
model of the investigated object and its behavioural
model. They are implemented on the basis of the
corresponding mathematical models which provide
synchronisation between two twins (the virtual ob-
ject and the real object) at the level of data coming
from sensors installed for continuous monitoring of
the object of study [2]. There are two types of digital
twins: digital twin prototype and digital twin in-
stance [4].

The digital twin prototype is created for a phys-
ical object that does not yet exist and will be created
after exploring the digital twin. It contains the da-
tasets needed to describe and create a physical twin.
These datasets include the requirements for the
physical twin, 3D model of the physical object, the
specification of the materials and components from

which it will be made, etc. The digital twin proto-
type is implemented by software development.

A digital twin instance is created for an existing
object (physical twin) with which this digital twin
remains associated throughout the entire life cycle
or study cycle of that physical twin. Depending on
the task of the study, such a digital twin may con-
tain, in addition to the 3D model, any behavioural
models and may use any data obtained during the
monitoring of the physical twin that is determined
by a particular problem being solved. The digital
twin instance is implemented by software and/or
hardware development.

In addition to the digital twin prototype and
the digital twin instance, there is a digital twin ag-
gregate [4], which results from the aggregation of a
set of digital twins and is used to investigate a par-
ticular set (class) of physical objects rather than a
single object.

A digital twin environment [4] is a set of hard-
ware and software that supports the process of stud-
ying of one or more physical objects. The digital
twin environment has two main functions:

Predictive — a digital twin is used to predict the
future behaviour of a physical twin. For digital twin
prototype, the prediction allows to analyse different
options for the implementation of the physical twin
even before its physical creation. for digital twin in-
stance, the prediction is intended to predict the pos-
sible critical situations for the physical twin and to
model the physical twin possible states depending on
the variants of external influence (interaction, con-
trol) on this physical object or process.

Informational — it allows to get up-to-date in-
formation about the investigated object as a whole
or its specific characteristics based on information
about digital twin instances. It can be used to solve
a wide range of research problems.

In terms of the level of integration between a
digital twin and a physical twin, there are a digital
model, a digital shadow and a digital twin (Fig. 1) [2].

Physical object Physical object Physical object

: A * A

I
I I
* 1 A\ 4 1 v

Digital object

Digital object Digital object

a b ¢
Fig. 1. Levels of integration between a physical object and its
digital twin: @ — digital model, b — digital shadow, ¢ —

digital twin; ---% — manual or automated data transfer,
—» — automatic data transfer
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A digital model (Fig. 1, a) is a digital represen-
tation of an existing or planned physical object that
does not use any automated data exchange between
a physical object and a digital object. A digital rep-
resentation may contain a comprehensive descrip-
tion of the physical object. These models may in-
clude simulation models, mathematical models, or
any other physical object model which do not sup-
pose any automatic data integration. The digital data
of existing physical objects can be used to develop
such models, but the data is exchanged manually.
Changing the state of a physical object has no direct
effect on the digital object and vice versa.

A digital shadow (Fig. 1, b) is a digital repre-
sentation of a physical object, which provides an au-
tomated one-way data flow between an existing
physical object and a digital object. Changing the
state of a physical object changes the state of the
digital object, but not vice versa.

A digital twin (Fig. 1, ¢) is a digital represen-
tation of a physical object in which data flows be-
tween an existing physical object and a digital object
are fully integrated in both directions. In this case,
the digital object may also act as a reference instance
of the physical object. There may be other objects,
physical or digital, that induce state changes in the
digital object. Changing the state of a physical object
directly changes the state of the digital object and
vice versa.

Thus, the variants of the implementation of the
digital twin concept depend on the degree of inte-
gration between the physical object and its digital
representation, purpose, functions, etc. In any case,
it is intended to create a visual and behavioural
model of the object to be investigated.

An appearance model can only represent a vis-
ual appearance of a physical object as a 3D model.
However, taking into account the transition from
multimedia presentation of real world objects to
mulsemedia representation, it is reasonable to de-
velop mulsemedia reproduction models for digital
twins which enable human-machine interaction not
only at the level of human visual sensations, but also
allow inclusion information of other modalities into
the process of human perception.

Models of computation

Basic model of computation. This model is based
on the concept of a multi-image which is considered
as a mathematical model of data. The notion of a
multi-image is defined in the algebraic system

of aggregates (ASA) [5, 6]. A multi-image is an ag-
gregate, the first tuple of which is a tuple of temporal
data:

I =
[T,M,,...My |t,...,t.),

(all,‘..,a,l,l>,.‘.,<a1N,...,a,/,\:l>]], (1)

where T is a set of time values; M j is a set of data
values which define a certain information modality;
t; is a time value; a/ is a data value; i € [1,...,nj] ;
Jell,...,N]; t2n;; N is a number of modalities

which define the same object.

In the basic model of computation (Fig. 2), the
multi-image is a key abstraction, which is defined at
two levels: at the level of input data formation and
at the level of formation of multimodal data struc-
ture to be processed.

At the first level, the multi-image is defined as
an aggregate consisting of two tuples: a tuple of time
values (timestamps) and a tuple of data of a certain
modality. At this level, there is a primary synchro-
nisation of data, namely, the synchronisation of
both timestamps and data of the modality for which
these timestamps are defined. Thus, the structure of
the first-level multi-image is typical, but the second
tuple of each of these multi-images belongs to a spe-
cific data type (data set) [7, 8].

At the second level, the multi-image deter-
mines the model of multimodal data aggregation as
a single data structure. The second-level multi-im-
age is a mathematical model of a particular abstract
data model.

Therefore, the scheme of the basic model of
computation includes a two-level hierarchical syn-
chronisation and aggregation procedure. At the first
level, synchronisation and aggregation occurs for a
pair of tuples “time” — “modality” and at the sec-
ond level, data of all modalities is synchronised, and
their aggregation is completed into a single data
structure ready for further processing. This pro-
cessing is the third layer of the scheme of the basic
model of computation.

This scheme of computation makes it easy to
synchronise and aggregate heterogeneous data en-
tering into a computer system from multiple sources.

The synchronisation is based on mathematical
models, in particular, models of crisp synchronisa-
tion and models of fuzzy synchronisation. The pro
cessing of the obtained structures of multimodal
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Fig. 2. The scheme of a basic model of computation

data is supposed to be performed using the mathe
matical apparatus of the algebraic system of aggre-
gates [5, 6], namely, by means of logical operations,
ordering operations and relations of aggregates and
their components (tuples and elements).

The result of data processing can be a multi-
modal data structure, a command for an object con-
trol, numeric data, textual data, etc.

Advanced model of computation. The processing
of multimodal data of a digital twin has its own pe-

Temporal data
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culiarities due to the fact that the digital twin is de-
fined by two models: the behavioural model and the
visual model. Accordingly, the data of each of these
models have a different nature and a different
source. Therefore, it is reasonable to introduce an
additional, intermediate, level of hierarchical syn-
chronisation and aggregation procedure (Fig. 3),
where multimodal data are synchronised and aggre-
gated within one model: either behavioural model or
appearance model. Let us note that the appearance
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model not only provides the appearance of the in-
vestigated object, but also includes all mulsemedia
modalities to provide a comprehensive representa-
tion of the real-world object of study.

According to the scheme of an advanced model
of computation for digital twins (Fig. 3), which con-
cretises the basic model, at the first stage, synchro-
nisation and aggregation of data of each modality is
performed separately. The purpose of this stage is to
synchronise data of the same modality, which come
from multiple sources. For example, in software sys-
tems that implement IoT (Internet of Things) tech-
nology in agriculture, soil moisture data may come
from multiple sensors located in different locations
of the ground area [9].

At the second stage, the formation of both the
behavioural model (BM) and the appearance model
(AM) of the investigated object is fulfilled (Fig. 3).
For each of these models, its multimodal data set is
synchronised and aggregated.

At the third stage, the synchronisation and ag-
gregation of the behavioural model and the appear-
ance model data is fulfilled that allows to obtain a
complex virtual object, which is a digital twin (DT)
of the object of study (Fig. 3). The digital twin cre-
ation and reproduction (visualisation) is one of the
results of processing the input multimodal data. Be-
sides, the data of each model (behavioural model
and visual model) is processed to solve specific
problems of the digital twin study. Such specific
problems may include the task of predicting the in-
vestigated object behaviour, the task of modelling
the possible states of the investigated object when
the environmental parameters are changed, etc.

Thus, the advanced model of computation for
digital twins includes three stages of synchronisation
and aggregation, a stage of data processing of both
the behavioural model and the appearance model
according to the specific task of studying the real
world object (physical twin), and a stage of repro-
ducing the digital twin.

Digital twin data synchronisation and aggrega-
tion

Multimodal data synchronisation is a major
component of multimodal data structures processing
without which all other stages of multimodal data
processing are impossible. Mathematical models of
data synchronisation enable the further development
of algorithms and software for processing the multi-
modal data structures defined in time.

Based on (1), let us consider two multi-images
I, and I, which describe the state of the same inves-
tigated object:

Iy = [T, M, | ). ah] o

i=1>
I, =[T. M. 2 2\1 M
2 =T, My [<8),a)] 12 -
It means that one characteristic of the object
of study was measured in time moments <ti1>;11:1 that
i, another

i=1>

characteristic of this object was measured in time

has resulted in obtaining data tuple (a})

o)

moments (t,.z)l.:l, it has resulted in obtaining data

tuple (a,-2>;21. Since /; and [/, are describing differ-

ent aspects of behaviour of the same investigated
object, the task is to form a general multi-image 7,

which includes a joint tuple of time values
= Vi1 and synchronised data tuples (d});f:l and

(dj2 )i - Tuple (d});f:l includes both elements of the
tuple (a,.l);":l and empty elements which obtained
according to the rule:

g ai if t; =1,
! @ otherwise.

Analogously, the tuple <d});?:1 includes both

elements of the tuple (a,-2>;21 and empty elements
which obtained according to the rule:
e al if 1, =1,
! & otherwise.

The general multi-image / defined in (1) can
be obtained as a result of three ASA operations: un-
ion, sorting and singling [5, 6]:

I=((LvL)TD| 7
=T, My, M, | (t)).(d})d )] 1y -

The union operation enables consolidation of
data values of multi-images /; and /, in one multi-

image /; ;. However, if time tuples in both [,
and I,, which are 7' = (/)" and 72 = (1)), te-
spectively, include equal values, then /; ; will in-

clude duplicates of time values and, therefore, the
synchronisation of data tuples (a/)", and (a?)?,
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Fig. 4. E-Health application

will be incorrect. To avoid this, it is necessary to
order the multi-image /; ; according to values in

the time tuple 7 = (¢ )i - It can be done by using

the sorting operation. Next, the duplicates of time
values can be removed by applying the operation of
singling.

In this research, the proposed approach to a
multi-image creation has been implemented and
tested on the example of e-Health application
(Fig. 4). The main purpose of developing this appli-
cation is to prove the concept of multi-image which
is the core of both models of computation.

The input data in the experimental part of this
research were multimodal data of two types: meas-
ured data and events data [10]. In particular, the
measured data are patient body temperature values
and blood test results (erythrocyte sedimentation
rate). The events are the patient’s admission to the
medication and the physiotherapy procedures. An
important prerequisite for each data type is the
availability of a timestamp for each value in the mul-
timodal data set. The task was to synchronise the
input measured data with each other and to syn-
chronise them with the event data as well as to ag-
gregate the synchronised data for obtaining a multi-
image, that is, an ordered set of multimodal data
defined over time.

After multimodal data synchronisation and ag-
gregation, the obtained multi-image can be ana-
lysed. For example, Fig. 4 shows the correlation
(marked with red arrows) between the patient’s body
temperature and medical treatment events detected
by e-Health application according to the proposed
approach.

The obtained results showed that the use of the
ASA mathematical apparatus makes it easier to de-
termine the degree of influence of events on the
measured data. It has a positive effect on reducing
the computational complexity of data analysis.

Conclusions

The paper analyses the concept of digital twins,
identifies the types of digital twins and their scope.
Two models of computation are proposed for digital
twins data processing: a basic model of computation
and an advanced model of computation for digital
twins. The key component of these models is mul-
timodal data synchronisation and aggregation pro-
cedure.

To solve the problem of synchronisation and
aggregation of multimodal data defined in time, a
mathematical apparatus of the algebraic system of
aggregates is used. The carrier of this algebraic sys-
tem is an aggregate which is a tuple of arbitrary tu-
ples of multimodal data. In particular, the concept
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of multi-image defined in the algebraic system of
aggregates was applied for processing of heterogene-
ous medical data sets, which included both the re-
sults of medical investigations and medical events.
The results obtained in the experimental part

tational complexity of multimodal data analysis is
reduced in comparison with traditional computa-
tional approach. The further research can be focused
on the development of time-effective algorithms of
data aggregation.

on this research allow to conclude that the compu
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MOAENI OBYUCNEHb ANA OBPOBNEHHSA JAHUX LIMOPOBUX ABIMHUKIB

Mpo6nemartuka. Lindposuii ABiliHKK SBNsie coboto BipTyanbHy Moaenb gisuyHoro o6’ekta abo npouecy (isnyHoro AgiiHKKa), sika
NOBHICTIO BifOoOpaXkae NOro xapakTepuUCTVKN B AMHAMILL NPOTSIroM NeBHOro nepioay yacy. KoHuenuis umcgpoBoro ABiniHMKa nepenbavae
noAaHHsi, 06pobneHHs, MaHinynoBaHHS BCiMa AaHMMU, L0 XapakTepuayoTb di3ndHoro ApiiHnka. OBpobneHHst AaHnx LMdpoBoro ABii-
HMKa BMMarae HOBUX Mogernei obyncneHb Ans CrpoLEeHHs CUHXPOHI3aLii Ta arperauii MynbTUMoaanbHUX JaHuX NoBeAiHKOBOI Ta Bidya-
NbHOI Moaenel LmMdpoBoro ABiHMKaA.

MeTa gocnigxeHHs. CTtaTTa NnpucBsiyeHa po3pobneHHo Moaerner obumcneHb ans 06pobneHHs AaHnx UM poBnNX ABIVHUKIB i Npak-
TUYHIN peanisauii CMHXPOHi3auii Ta arperauii MynbTUMOAanbHUX AaHWX AN 3aCTOCYHKIB €MEeKTPOHHOI OXOPOHW 300POB’A.

MeToauka peani3sauii. bazoBa mogenb obuMcneHb I'PYHTYETBCA Ha MOHATTI MynbT1obpasy sk MatemaTnyHoi mogeni AaHux. lMo-
HATTS MynbTuobpa3sy BU3HayYeHe B anrebpuyHin cuctemi arperaTiB. Y 6a30Biii mogeni o64mcneHb MynbTMobpas € knioyoBok abcTpak-
uieto, ika BU3HA4YaETbCS Ha ABOX PIBHAX: Ha PiBHI popMyBaHHSA BXiAHUX AaHWUX Ta Ha PiBHI (OOPMYBaHHSA CTPYKTYPU MyNbTUMOAANbHUX
[aHux, Wo nignarae odbpobneHHo. OcHOBHa Moaernb 0b4ncrneHb BKoYae B cebe Tpu eTanm CUHXPOHi3aLii Ta arperadii, eTan o6po6neHHs
[OaHux NnoBediHKOBOI Ta BidyanbHOi Mofenen BiANoBiAHO A0 KOHKPETHOI 3adadi gocniaeHHs o6’ekTa (disnyHoro AgiliHMKa) Ta eTan BiaT-
BOPEHHSA LNPOBOro ABiMHUKA.

Pe3ynbTaTtu gocnigxeHHsA. 3anponoHoBaHi cxeMu obuncneHb 4arTb 3MOry CNPOCTUMTM CUHXPOHI3aLito Ta arperaLito HeogHopia-
HWUX AaHUX, WO HagXoAsTb Yy KOMMIOTEpHY cucTeMy 3 GaraTbox mxepen. PedynbTaTi, oTpuMmaHi B eKCrepyMMeHTarbHill YacTuHi Lboro
OOCHiMKEHHS, Aal0Tb MOXIMBICTb 3pO6GUTU BUCHOBOK, L0 064YMCoOBanbHa cknagHicTb 06pobrneHHss MynbTUMoAanbHUX AaHUX 3MEHLLY-
€TbCS1 NMOPIBHAHO 3 TPAAMULINHUM NiAXOA0M.

BucHoBku. 3anponoHoBaHo ABi Moaeni obuncneHb Ans 06pobneHHs AaHMx LndpoBUxX ABilHUKIB: 6a3oBy Mofenb ob4ncneHb Ta
Mogaenb obuncneHb Ans 06pobneHHs AaHux LMPOBUX ABINHMKIB. KnioYoBMM KOMMOHEHTOM LIMX MOAENEN € CUHXPOHi3aLlisa Ta arperauis
MynbTUMOAanbHUX AaHnX. [ns po3s’s3aHHA 3a4adi CUHXPOHI3aLii Ta arperauii MynbTUMOAANbHUX AAHUX, BU3HAYEHWX Y Yaci, 3acToco-
BaHO MaTeMaTW4HWUIA anapat anrebpuyHoi cucTemu arperaris.

KnroyoBi cnoBa: umdpoBuii ABiiHKK; Modernb 064McneHb; 06pobreHHs MyNbTUMOAANbHUX AaHKX; anrebpryHa cuctema arperaris.
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MOZENW BbIMUCNEHW ANA OBPABOTKM JAHHBIX LIMGPOBbLIX ABONHNKOB

Mpo6nematuka. Lincdposoi ABOWHWK NpeacTasnsieT coboi BUPTyanbHy Mogenb dusnyeckoro obbekta unu npouecca (pusunyec-
KOro ABOMHMKA), KOTOpasi NOMHOCTLI0 OTPaXaeT ero XxapakTepucTuk/ B AMHaMMUKE B TEYEHME onpeaerneHHoro nepyuoaa spemeHu. KoHuen-
umMst LMdpoBOro ABOVHWKA NpeaycMaTpuBaeT npeacraBneHne, o6paboTky, MaHUMynMpoBaHNe BCEMU AaHHbIMUW, XapakTepusyloLwymMm
uanyeckoro aBoriHnka. O6paboTka AaHHbIX LMPOBOro ABOVHNKA TpeByeT HOBbIX MOAENEN BbIYUCIIEHWI ANS YIPOLLEHNUS CUHXPOHU3a-
LK 1 arperaumn MynbTUMOLANbHbIX AaHHbIX MOBEAEHYECKOW U BU3yanbHOW Moaenen LmdpoBOro ABOVHMUKA.

Llenb uccnepoBaHus. CtaTtbs NocBsilleHa paspaboTke Moaenel BbluMcneHun ans obpaboTku AaHHbIX LMMPOBbLIX ABOWHMKOB U
NpakTUYEeCcKoN peannaaumum CUHXPOHU3aLUK U arperaumm MyrbTUMOAAIbHbIX AaHHbIX A4S NPUOXEHWI 31EKTPOHHOIO 34paBOOXPaHEHNS.

MeToguka peanu3auuun. basoBas Moaenb BbIMUCIIEHNA OCHOBLIBAETCH HA NMOHATUU MyrbTMOOpasa kak MaTemaTuyeckon Mmogenm
OaHHbIX. MNoHATue MynbTMobpasa onpegeneHo B anrebpanyeckon cucteme arperatoB. B 6a3oBoii Mogenu BeluMCIEHNIA MynbTHOGpas
SIBMSIETCS KMo4YeBon abeTpakumei, koTopas onpefenseTcs Ha ByX YPOBHSX: Ha YpOBHE (DOPMUPOBaHNS BXOAHbIX AaHHbIX U HA YPOBHE
(OpPMMPOBaHMSA CTPYKTYPbI MyNbTUMOAANbHbIX AaHHbIX, Moanexalumx obpabotke. OCHOBHas MOAeNb BbIYMCIIEHWI BKITIOYAET B cebs Tpu
aTana CMHXpPOHM3aummn 1 arperauyum, atan obpaboTku faHHbIX NMOBEAEHYECKON U BU3yanbHOW MoAernen B COOTBETCTBUM C KOHKPETHOMN
3afaveit uccnenoBaHnst oobekTa (husnyeckoro ABOMHUKA) 1 3Tan Bocnpoun3seAeHns LMppOBOro ABOMHMKA.

Pe3ynbTaTthl uccnegoBaHusa. MpeanoxeHHble CXeMbl BbIYUCIIEHMI NO3BOMAIOT YNPOCTUTbL CUHXPOHU3AUMIO U arperaumio Heoa-
HOPOAHbIX AAHHBIX, MOCTYNaOLMX B KOMMNBIOTEPHYIO CUCTEMY M3 MHOTUX UCTOYHMKOB. Pe3ynbTaThl, MONyYeHHbIe B 3KCMEePUMEHTanNbHON
4YacTu 3TOro WUccrefoBaHus, NO3BOMSAIOT cAenaTb BblBOA, YTO BblYMCIIUTENbHAS CIIOXHOCTb 06pabOTKM MyrbTUMOAANbHbLIX AaHHbIX
YMEHbLIAETCS N0 CPABHEHMIO C TPAAULMOHHBIM NOAXOA0M.

BbiBoabl. [peanoxeHsbl ABe MoAeNM BeluMCNeHN Ans 06paboTku AaHHbIX LMGPOBbIX ABOMHMKOB: 6a3oBas Moaenb BblYMCNIEHNI
1 Mof€enb BblYMCINEHNI ANns 06paboTkM AaHHbIX LMPOBbLIX ABONHUKOB. Knto4eBbiM KOMMOHEHTOM 3TUX MOAENEN SBNSIETCH CUHXPOHU-
3aums 1 arperauusi MynbTMMoAanbHbIX aHHbIX. [Ns pelleHus 3agayum CUHXPOHM3aLmMn 1 arperaumm MynbTUMOAanbHbIX AaHHbIX, Onpe-
OeneHHbIX BO BpeMeHW, MpUMeHeH MaTemaTnyeckvin annapat anrebpanyeckoi cucTembl arperaTos.

KnioueBble cnoBa: LMdpoBOI ABOVHUK; MOAENb BblYUCEHNIA; 06paboTka MynbTUMOAAnbHbIX AaHHbIX; anredbpanyeckas cucrema
arperaTos.
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