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MODELING AND FORECASTING FINANCIAL AND ECONOMIC
PROCESSES WITH DECISION SUPPORT SYSTEM

Background. The modern financial and economic processes and accompanying risks often exhibit sophisticated patterns,
contain non-stationary and non-linear features that require development of special models for their description and
forecasting. To solve the problem successfully it is helpful to construct appropriate decision support system using
systemic principles.

Objective. Development of decision support system architecture and its functional layout for economic and financial
processes model constructing with statistical data as well as financial risk estimation. The system should help coping
with possible uncertainties and implemented on the basis of modern information technologies.

Methods. Mathematical modeling and forecasting techniques for financial and economic process; approaches to finan-
cial risks estimation using statistical data. The use of modern information technologies for practical implementation of
decision support system.

Results. Information technology and decision support system as a practical tool for modeling nonlinear non-stationary
processes in economy and finances, as well as financial risk estimation were developed. Experimental results of statistical
data processing prove the correctness of the approaches proposed.

Conclusions. The systemic methodology is proposed and implemented for constructing decision support system for
mathematical modeling and forecasting modern economic and financial processes as well as for financial risk estimation
that is based on the following system analysis principles: hierarchical system structure, taking into consideration prob-
abilistic and statistical uncertainties, availability of model adaptation features, generating multiple decision alternatives,
and tracking of computational processes at all the stages of data processing with appropriate sets of statistical quality
criteria.

Keywords: information technologies; decision support system; nonlinear non-stationary financial processes; uncertain-
ties; financial risks; modeling; forecasting.

Introduction

The problem of forecasting dynamics of the
processes in economy, finances (EFP) and many
other areas of human activities requires from re-
searchers more and more efforts directed to reaching
high quality of respective forecast estimates. It can
be easily shown that most of the modern processes
under study are nonlinear and non-stationary. They
are characterized by availability of high order trends,
transitions between different modes of operation, for
example from post-soviet to market economy. Most
of the processes in finances are heteroscedastic, i.e.
their variance is changing in time what also relates
them to nonlinear and nonstationary. When analyz-
ing such processes, the main problem is to construct
mathematical model capable to generate short-term
forecasts of volatility and variance. Here special
model structures are required that include dynamics
of process variance as the main variable. A com-
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prehensive treatment of the models and their con-
structing procedures can be found in [1—3].

High quality of forecasting dynamic processes
could be reached with some market available data
processing instruments. Well known SAS system
contains modern data processing procedures that are
capable of producing high quality final results of
forecasting, risk estimation, etc. [3, 4]. However,
very often such systems are very costly and poorly
accessible; they require long special training for
solving specific problems and need highly developed
modern computers for implementation. All these
specific features of the systems available create un-
favorable conditions for their wide usage except for
banks and large enterprises. Besides, many new
modeling and forecasting procedures appearing in
special publications need to be appropriately imple-
mented and tested. In view of these problems it
would be reasonable to develop and use in practice
simpler and much less costly modeling respective
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decision support systems (DSS) constructed with
application of modern system analysis principles.
The modern systemic approach to modeling and
forecasting is based on application of the system
analysis methodology that provides an objective
ground for constructing DSS possessing necessary
functional and computational features [5].

Statistical data processing is accompanied very
often by uncertainties of various kind and origin.
Here the uncertainties are considered as the factors
of negative influence on the analysis processes that
result in lower quality of intermediate and final re-
sults of data and expert estimates analysis. In par-
ticular, in modeling problems the uncertainties
mostly exist in statistical, structural and parametric
form. The uncertainties of statistical type appear due
to impossibility to determine in a unique way the
type of probability distribution for external stochas-
tic disturbances and collected data. Knowledge of
the data distribution type is very important from the
point of view of selecting the method for model pa-
rameters estimation. The structural uncertainties are
encountered in those cases when analysis of statisti-
cal (time series) data doesn’t exhibit clear structure
that should be used for constructing respective
model. Let’s remind that the notion of model struc-
ture includes the following basic elements: (1) di-
mensionality determined by the number of equa-
tions in a model; (2) model order that is determined
by the highest order of a model equation; (3) input
delay time (or lag) for independent (input) variables;
(4) process nonlinearity and its type: nonlinearity in
variables (very often) or in parameters; (5) external
stochastic disturbance(s) and its type: type of prob-
ability distribution and its parameters; (6) initial
conditions and restrictions on variables and/or
model parameters [2]. It is known that model order
and input delay time (time lags for independent var-
iables) can only be approximately determined using
the statistical correlation analysis or appropriate pa-
rameter estimation algorithms. Unfortunately, also
the possibility for determining in a unique way the
type of nonlinearity, especially when the data sam-
ples are short, doesn’t always exist.

As a consequence for existence of the two pre-
vious uncertainty types it is possible to trace the rea-
son for appearing parametric uncertainties in the
following form: estimates of a model parameters
computed with statistical data can be not consistent,
they may contain bias, and also can be inefficient.
All this results in poor adequacy of the model con-
structed.

Thus, availability of the data uncertainties
mentioned, and the necessity for hierarchical

construction of data processing system with the fea-
tures of adaptation and optimization require devel-
opment and application of the modern systemic ap-
proach, that provides a possibility for successful and
high quality solving of many problems encountered
during statistical data analysis, mathematical model
construction, forecast estimation and generating the
decision alternatives. In this study we propose some
practical possibilities for constructing data pro-
cessing procedures based on modern principles of
systemic approach.

Problem statement

The purposes of the study are as follows: to
consider some principles of the system analysis that
are appropriate for solving the problem of successful
modeling and short-term forecasting; to develop an
efficient data processing scheme for implementation
in decision support systems based on these princi-
ples; to analyze some uncertainties inherent in data
collecting, model building and forecasting process;
to show with examples advantages of the system
analysis approach developed.

System analysis principles used in the DSS im-
plementation

In this study it is proposed to use the following
systems analysis principles for implementing the
DSS: the systemic function coordination principle;
the principle of procedural completeness; the func-
tional orthogonality principle; the principle of de-
pendence of mutual information between functions
implementation; the principle of goal directed cor-
respondence; the principle of functional rationality;
the principle of multipurpose generalization; the
principle of multifactor adaptation, and the princi-
ple of rational supplement [4, 5].

According to the principle of systemic function
coordination all the techniques, approaches, and al-
gorithms (functions) used in the system should be
structurally and functionally coordinated, and
should be mutually dependent, i.e. linked and coor-
dinated with each other. This way it is possible to
create and practically implement a unique systemic
methodology for statistical data analysis in the
frames of modern DSS constructed, and to improve
substantially quality of intermediate and final results.
The next systemic principle of procedural complete-
ness guaranties that the system developed will pro-
vide the possibility for timely and in place execution
of all necessary computing functions directed to-
wards data collection (editing, normalizing, filtering
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and renewing), formalization of a problem state-
ment, model constructing, computing forecasts, and
for estimating quality of the model and the forecast
estimates based on it.

Development and implementation of all com-
putational procedures in the DSS using mutually in-
dependent functions corresponds to the principle of
functional orthogonality. Such approach to the DSS
constructing is directed towards substantial en-
hancement of computational stability of the system
and simplification of its further possible modifica-
tions and functional expansion. According to the
principle of mutual informational dependence the
results of computing, generated by each procedure,
should correspond to the formats and requirements
of other procedures (or modules). This feature is im-
plemented with respective project development so-
lutions for the system created.

Application of the system principle of goal di-
rected correspondence to computational procedures
and functions provides a good possibility for reach-
ing of a unique set goal: high (acceptable) quality of
the final result in the form of forecast estimates for
the process under study, as well as alternative deci-
sions based on the forecasts. The next principle of
functional rationality prevents duplication of sepa-
rate DSS functions. As a result of following this
principle it is quite possible to reach substantial
economy of respective computational resources.

According to the systemic principle of multi-
purpose generalization all functional modules for the
system developed should possess necessary degree of
generalization that provides a possibility for reaching
high quality solution results for a set of possible
problems that belong to the same class (it can be
high quality forecasting and decision alternative
generation regarding future development of linear or
nonlinear non-stationary processes). Among these
problems could be the following: accumulating nec-
essary data and their preliminary processing; estima-
tion of structure and parameters for a set of neces-
sary mathematical models; constructing forecasting
functions on the models developed and computing
of appropriate forecasts; selecting the best compu-
ting results using appropriate sets of quality criteria.

Application of the systemic principle of multi-
factor adaptation is directed towards the possibility
of solving the problems of computing procedures
adaptation to the problems of modeling various pro-
cesses of different complexity depending on the
completeness of available information and user re-
quirements. The adaptation is performed during the
process of model structure and parameters estima-
tion, i.e. the whole identification process of a

process or object under study is formed by a set of
adaptive procedures directed towards reaching the
main goal of a study: constructing adequate model
and computing high quality forecasts.

Hiring the rational supplement principle pro-
vides a possibility for expanding the sphere of appli-
cation of the DSS constructed by adding new data
types, computing procedures and criteria. These new
procedures could be directed towards implementa-
tion of additional preliminary data processing pro-
cedures, model structure and parameter estimation
as well as selection of the best result for its further
use aiming generating of appropriate decision. Hi-
erarchical structure of the DSS proposed is given in
the Figure. Implementation in the DSS of the sys-
tem analysis principles mentioned above favors its
functional flexibility, computational reliability, en-
hancement of quality for the final results, prolonga-
tion of system life span, and simplification of pos-
sible drawbacks elimination and modification pro-
cedures.

Now consider some functional elements of the
general hierarchical structure of the DSS proposed
that is given in the Figure. The preliminary data
processing is directed towards data preparation for
further model building. Then statistical data analysis
is performed aiming to determining type of the pro-
cess under consideration (linear/nonlinear, and sta-
tionary/non-stationary) as well as model structure
estimation. An important and useful feature of the
system is that it uses separate sets of statistical pa-
rameters for analyzing quality of data, adequacy of
model constructed and quality of forecast estimates
generated with the model. If the forecasts are used
for generating alternative decisions then we include
another set of criteria for testing decision quality.
This way high quality forecasts are generated and
the decision quality based on these forecasts is usu-
ally quite acceptable.

Further on the statistical analysis of data is per-
formed on the following purposes: testing for het-
eroskedasticity, for integration (availability of
trend), nonlinearity, lag estimation and determining
type of data distribution. After this step it is possible
to determine the class of the process under study
and estimate the elements of model structure men-
tioned above in the introduction.

The forecasting models and methods used in
the system are as follows: regression analysis, the
group method for data handling (GMDH), fuzzy
GMDH, fuzzy logic, appropriate versions of the op-
timal Kalman filter (KF), neural nets, support vec-
tor regression, nearest neighbor and probabilistic
type techniques like Bayesian networks and regression.
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The set of modeling techniques used covers linear
and nonlinear non-stationary process. The nearest
neighbor technique is hired for generating long term
forecasts in a case of availability long data samples
with periodical patterns. All the techniques are im-
plemented in adaptive versions what makes the sys-
tem more flexible for newly coming data and capa-
ble to fight some types of uncertainties. In the pro-
cess of model structure estimation an appropriate
principal component analysis technique is applied if
necessary.

The information regarding model structure
provides a possibility for correct selection of param-
eter estimation techniques for candidate models
among which are the following: ordinary and non-
linear LS (NLS), recursive LS (RLS), maximum
likelihood (ML), and some versions of Markov
Chain Monte Carlo (MCMC) techniques. Some
special optimization techniques are applied to com-
pute model parameters in a case of estimating fuzzy
GMDH structures.

The candidates models estimated are tested
with a set of statistical quality criteria some of which
are shown in the Figure. One or (usually) more ac-
ceptable model structures are used for computing
necessary forecasts which quality is also tested using
another set of criteria. Usually two or more model-
ing and forecasting techniques are used for the same
dataset to get a possibility for combining the fore-
casts so that to further improve the final estimate.

Uncertainties identification and processing

Processing possible statistical uncertainty. The
most often considered statistical uncertainties re-
lated to model development and forecast estimation
are provoked by the following factors [2, 5, 11]:

— availability of measurement errors (or noise)
that are present practically in all cases of data col-
lection independently on the data origin (including
economy, finances, ecology etc.);

— random external disturbances that nega-
tively influence flow of the process under study and
shift it from desired mode (say, offshore capital
transfer from some country, low quality of adminis-
tering in business and economy, unstable legislative
system);

— missed (lost) measurements (observations)
and outliers;

— multicollinearity of data vectors that re-
quires application of special data processing tech-
niques to reduce degree of mutual correlation be-
tween separate time series.

The most often instruments hired to fight
measurement noise and external random disturb-
ances are digital and optimal filters, among which is
widely used optimal Kalman filter [5]. A little sim-
pler digital filters (DF) help to select for subsequent
processing the frequency band of interest by pro-
cessing the time series data with linear expressions
that could be represented by autoregression (AR) or
autoregression with moving average (ARMA) equa-
tions of the type:

p q
yky=2 a;yk i)+, bx(k-j),
i=1 j=1

where x (k) is input sequence of measurements for
y(k) is filtered output

0=[a,..a,b,...b,] T is filter parameter vector that

a filter; sequence;

actually determines frequency response of a filter; p
and ¢ are orders of AR and MA parts, respectively.

There exist many handy instruments for DF design
based on optimization procedures, say, in Matlab.

Correctly designed adaptive optimal Kalman
filter provides a possibility for unknown covariance
estimation, for suppressing stochastic disturbances
and measurement noise as well as estimation of
short-term forecasts [5, 6, 10, 11]. An optimal filter
development requires constructing mathematical
model of the process (system) under study in the
state space form as follows:

x(k) = A(k, k- Dx(k -1)

+B(k, k - d)u(k = 1) + w(k), (1)

z(k)=Hx(k) + v(k), 2)

where X (k) is system state vector including » ele-
ments; u(k) is m — dimensional vector of control
inputs; w(k) is a vector of stochastic external dis-
turbances; A (k,k —1) is (n x n) — matrix of system
dynamics; B (k) is (n x m) matrix of control coef-
ficients; k is discrete time that is linked to contin-
uous time 7 using sampling time 7';: f=kT,; d is
system input delay time; z(k) is vector of measure-
ments containing r elements; H(k) is matrix of

measurement coefficients that very often has diago-
nal form); v(k) is a vector of measurement noise

values. Here double time argument (k, kK —1) means
that variable with the argument is used at time, k,

though its value is based on the previous measure-
ments up to (k-1). Usually such double argument
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is not used in text to avoid symbols overload for the
mathematical expressions hired.

The main advantage of the model (1), (2) is
that it includes explicitly two random process w (k)
and, v(k); consequently it is a priory more ade-
quate to reality than say linear regression. The main
task of optimal filter is in computing optimal ac-
cording to quadratic criterion state vector estimates
with taking into consideration covariances of the
two stochastic processes mentioned above. Such ap-
proach provides a possibility for improving the state
estimates and to compute estimates of non-measur-
able components of state vector x(k) if such are

available in a problem statement. The main equation
for the filter is as follows:

% (k)=A(k)k(k — 1) + B(k)u(k - 1)
+K(k)[z(k) - H(k) A(k)X(k -1)], (3)

where K (k) is optimal coefficient of the filter in

matrix form. The coefficient is computed by mini-
mizing the following quadratic functional:

J =min E{[(k) - x()I" [X(k) - x(k)]}.

where x (k) is exact value for state vector that could

be found using deterministic part of model (1). In
linear discrete case the coefficient is rather easily
computed by solving Riccati equation.

Thus, correct application of optimal filter pro-
vides a possibility for reducing uncertainties in the
form of influence of the two stochastic processes
w (k) and, v(k), and estimation of non-measurable

components of a state vector when respective com-
ponents of covariance matrices are known (we mean
covariance matrix of filtering

P (k) = E{[%(k) - x(k)] [X(k) - x(k)] "}

for the system state vector estimation errors). Espe-
cially useful are adaptive versions of the filters that
are most suitable for practical applications in on-
line and off-line modes of operation. They are suit-
able for repeated estimation of system (object) ma-
trices A(k) and B (k) as well as covariances of the

two stochastic processes mentioned [5, 7, 11].

Coping with uncertainties caused by missing ob-
servations. For the data in the time series form the
most suitable imputation techniques are:

— simple averaging when it is possible (when
only a few values are missing);

— generation of forecast estimates with the
model constructed using available measurements;

— generation of missing (lost) estimates from
distributions the form and parameters of which are
again determined using available part of data;

— the use of optimization techniques, say ap-
propriate forms of EM-algorithms (expectation
maximization);

— exponential smoothing etc. The simplest
model that could be hired for generating short-term
forecasts is AR(1):

yk) =ag+a yk-1) + ek,

where a,, a; are model parameters; random pro-

cess e(k) takes into consideration model structure

uncertainties: say, lack of appropriate independent
variables, external stochastic disturbances, systemic
errors of parameter computing etc., and possible
measurement errors. If parameters a, a; are

known, we could compute one step-ahead predic-
tion as conditional expectation of the form:

Yk +1) = E[y(k +1)]
= E [y(k +1) | y(k), y(k =1),...,e(k),e(k - 1),...]
=ay +a E, [y(k)]=ay +a, y(k),

as far as y (k) at the moment k takes known value.

It is possible to derive iteratively the forecasting
function for s steps-ahead [2, 9, 11]:

V(k+s) = Egly(k +5)]
S-1 S-1
=q (Z allJ"’alSy(k) =ay 3. & +a° y(k).
i=0 i=0
The sequence of forecast estimates, {y(k+i)},
i=l,..., s is convergent if |a,| < 1:

ay
l-a,’

lim E, [y(k+s)] =

The last expression means that for stationary
AR or ARMA processes the estimates of conditional
forecasts asymptotically (s — o) converge to un-

conditional mean that is considered as a long-term
forecast. It should also be mentioned that optimal
filter can also be hired for missing data imputation
because it contains “internal” forecasting engine
providing a possibility for generating quality short-
term forecasts (usually one-step-ahead).

Further reduction of this uncertainty type is
possible thanks to application of several forecasting
techniques to the same problem with subsequent
combining of separate forecasts using appropriate
weights. It is known that the best results of combin-
ing the forecasts are achieved when variances of
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forecasting errors for different forecasting tech-
niques do not differ substantially.

Coping with uncertainties of model parameters
estimates. Usually uncertainties of model parameter
estimates such as bias and inconsistency result from
low informative data, or data do not correspond to
normal distribution, what is often required for cor-
rect parameter estimation. This situation may also
take place in a case of independent variables multi-
collinearity and substantial influence of process
nonlinearity that for some reason has not been taken
into account when model was constructed. When
the power of data sample is not satisfactory for
model construction it could be expanded by apply-
ing special techniques, or simulation is hired, or spe-
cial model building techniques, such as GMDH, are
applied. Very often GMDH produces results of ac-
ceptable quality with short samples. If data do not
correspond to normal distribution, then ML tech-
nique could be used or appropriate Monte Carlo
procedures for Markov Chains (MCMC) [8, 9, 11].
The last techniques could be applied with quite ac-
ceptable computational expenses when the number
of parameters is not large.

Dealing with model structure uncertainties.
When using DSS, model structure should practically
always be estimated using data. It means that ele-
ments of the model structure accept almost always
only approximate values. When a model is con-
structed for forecasting we build several candidates
and select the best one of them using a set of model
quality statistics. Generally we could define the fol-
lowing techniques to fight structural uncertainties:
gradual improvement of model order (AR(p) or
ARMAC(p, q)) applying adaptive approach to mod-
eling and automatic search for the “best” structure
using complex statistical quality criteria; adaptive es-
timation of input delay time (lag) and data distribu-
tion type with its parameters; formal description
of detected process nonlinearities using alternative
analytical forms with subsequent estimation of
model adequacy and forecast quality. An example of
complex model and forecast criterion may look as
follows:

J =[1 -R*|+[2 = DW| + BIn(MAPE)— min;
0;
or in more complicated form:

J =l -R’|+aln
k=1

+[2 = DW|+ BIn(MAPE) + U—-> min,
0;

N
> e (k)}

where R? is determination coefficient;

N N
> e*(k)=> [y(k)-§(k)]* is a sum of squared
k=1 k=1

model errors; DW is Durbin—Watson statistic;
MAPE is mean absolute percentage error for one
step-ahead forecasts; U is Theil coefficient that
characterizes forecasting capability of a model; o, 3

are appropriately selected weighting coefficients; éi is

parameter vector for i-th candidate model. A com-
bined criterion of this type is used for automatic selec-
tion of the best candidate model constructed. The cri-
teria presented also allow operation of DSS in adaptive
mode. Obviously, other forms of the combined criteria
are possible dependently on specific purpose of model
building. What is important while constructing the cri-
terion: not to overweigh separate members in the right
hand side that would suppress other components.

Coping with uncertainties of a level (amplitude)
type. The use of random and/or non-measurable
variables results in the necessity of hiring fuzzy sets
for describing such situations. The variable with ran-
dom amplitude can be described with some proba-
bility distribution if the measurements are available
or when they come for analysis in acceptable time
span. However, some variables cannot be measured
in principle, say amount of shadow capital that “dis-
appears” every month in offshore, or amount of
shadow salaries paid at some company, or a tech-
nology parameter that cannot be measures on-line
due to absence of appropriate gauge or in-situ phys-
ical difficulties. In such situations it is possible assign
to the variable a set of characteristic values in lin-
guistic form, say as follows: capital amount = {very
low, low, medium, high, very high}. Today there exist
complete sets of necessary mathematical operations
to be applied to such fuzzy variables. Finally, fuzzy
value can be transformed into exact non-fuzzy form
using known techniques.

Probabilistic uncertainties and their description.
The use of random variables leads to the necessity of
estimating actual probability distributions and their
application in inference procedures. Usually ob-
served value is known only approximately though we
know the limits for the values. Appropriate proba-
bility distributions are very useful for describing such
situations. When dealing with discrete outcomes, we
assign probabilities to specific outcomes using a
mass function. It shows how much “weight” (or
mass) to assign to each observation or measurement.
An answer to the question about the value of a par-
ticular outcome will be its mass. The Kolmogorov’s
axioms of probability are helpful for deeper under-
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standing of what is going on. If two or more varia-
bles are analyzed simultaneously it is necessary to
construct and use joint distributions. Joint distribu-
tions allow estimation of conditional probabilities
using renormalization procedures when necessary.
Very helpful for performing probabilistic computa-
tions is a notion of conditional independence:
P(x,y|z2)=P(x|z) P(y|z), where x and y are

independent events. Such identities are very handy
though one should be careful when using them, i.e.
the events should be actually independent. The re-
markable intuitive meaning of discrete Bayes’ law,
P(A/B)=P(B/A)P(A)/P(B), is that it allows to
ask reverse questions: “Given that event A hap-
pened, what is the probability that a particular event
B evoked it?” [9]. The marginal probability, P (B),

can be computed from appropriate conditionals.
The probability that event B will occur in general,
P (B), could be obtained from the following condi-
tion: P(B)=P(B/A)P(A) + P(B/A)P(A).

The probabilistic types of uncertainties regard-
ing whether or not some event will happen can be
taken into consideration with probabilistic models.
To solve the problem of describing and taking into
account such uncertainties a variety of Bayesian
models could be hired that are considered as Bayes-
ian Programming formalism. The set of the models
includes Bayesian networks (BN) [10], dynamic
Bayesian networks (DBN), Bayesian filters, particle
filters, hidden Markov models, Kalman filters,
Bayesian maps etc. The structure of the Bayesian
program includes the following elements: (1) prob-
lem description and statement formulation with a
basic question of the form: P (Searched /Known) or

P(X;/D, Kn), where X; defines one variable only,

i.e. what should be estimated using specific infer-
ence engine; (2) the use of prior knowledge Kn and
experimental data D to perform model structure
and parameters identification; (3) selection and ap-
plication of pertinent inference technique to answer
the question stated before; (4) testing quality of the
final result. Such approach also works well in adap-
tation mode aiming to adjusting structure and pa-
rameters of a model being developed to new exper-
imental data or new system operation mode, for
example, for estimation of prior distributions or
BN structure.

Results and discussion

Example 1. Numerous examples of model con-
structing and forecasting have been solved with the

DSS developed. In this example a bank client’s sol-
vency is analyzed, i.e. application scoring is esti-
mated. The database used consisted of 4700 records
that were divided into learning sample (4300 records),
and test sample (400 records). The default probabil-
ities were computed and compared to actual data,
and also errors of the first and second type were
computed using various levels of cut-off value. It
was established that maximum model accuracy
reached for Bayesian network was 0.787 with the
cut-off value 0.3. The Bayesian network is “inclined
to over insurance”, i.e. it rejects more often the cli-
ents who could return the credit. The model accuracy
and the errors of type I and type Il depend on the
cut-off level selected. The cut-off value determines
the lowest probability limit for client’s solvency, i.e.
below this limit a client is considered as such that
will not return the credit. Or the cut-off value de-
termines the lowest probability limit for client’s de-
fault, i.e. below this limit a client is considered as such
that will return the credit. As far as the cut-off value
of 0.1 or 0.2 is considered as not important, in prac-
tice it is reasonable to set the cut-off value at the
level of about 0.25—0.30. Statistical characteristics
characterizing quality of the models constructed are
given in Table 1.

Table 1. Adequacy of the models constructed

Model Gini Common Model
. AUC .
type index accuracy quality

Bayesian .
network 0.719 | 0.864 0.787 Very high
Logistic 0.685 | 0.858 | 0.813 | Very high
regression
Decision | 597 | 0.798 | 0.775 | Acceptable
tree
Linear 0.396 | 0.657 | 0.631 Unac-
regression ceptable

Thus, the best models for estimation of proba-
bility for credit return are logistic regression and
Bayesian network. The best common accuracy
showed logistic regression, 0.813, though Bayesian
network exhibited higher Gini index, 0.719. The deci-
sion tree hired is characterized by Gini index of
about 0.597, and CA = 0.775. It should be stressed
that acceptable values of Gini index for developing
countries like Ukraine are located usually in the
range between 0.4—0.6. The Bayesian network con-
structed and nonlinear regression showed high values
of Gini index that are acceptable for the Ukrainian
economy in transition.
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Example 2. In this case the following four types
of scoring were studied:

— application scoring that is based on the data
given by clients during the process of analyzing the
possibility for providing them with a loan;

— behavioral scoring or scoring analysis within
the period of loan usage; this study was directed to
monitoring of a loan keeper account state, in this
case we estimated the probability of timely return of
the loan by clients, optimal loan limit for the loans,
etc.;

— strategic scoring that is directed towards de-
termining the strategy regarding non-reliable loan
keepers violating the rules established;

— fraud scoring the purpose of which is to de-
termine the probability of potential fraud on behalf
of clients.

The database used in this case consisted of
96000 records with 30 selected characteristics for
each client. Some results of the computational ex-
periments carried out are presented in Table 2.

To analyze strategic scoring the subset of data
was used that characterizes annual income of active
clients and their total expenditures according to
their credit cards within a year. The purpose of the
study is to divide clients into clusters and to apply a
unique management strategy to each cluster using
K-means technique. The basic parameter for using
K-means clustering technique is a number of clus-
ters K. The parameter is estimated using the concept
of minimizing sum of squares criterion within a
cluster (WCSS). It was established that six clusters
provide for an acceptable clustering of the clients:
K1: an average income and low expenses; K2: low
income and low expenses; K3: high income and
high expenses; K4: low income and high expenses;
K35: an average income and high expenses; K6: very
high income and high expenses.

The fraud analysis was performed with the
highly unbalanced data: 187 operations out of the
total number of operations 86754 were classified as
fraud. The positive class of the data (fraud) includes

0.215% of all the operations performed. The Bayesian
network constructed on the data showed AUC =
= (.863. After the data was corrected with expanding
the smaller class of data (oversampling approach)
the result of classification was improved to the fol-
lowing: AUC = 0.896. Finally a combined approach
was applied to solving the problem that supposes ap-
plication of oversampling, elimination of “noise”
from the observations, and gradual improvement of
balance between the classes to about 40:60 and
50:50. The result of classification was improved to
AUC = 0.928.

The results of computational experiments
achieved lead to the conclusion that today the fam-
ily of scoring models used including logistic regres-
sion, Bayesian networks and gradient boosting be-
long to the family of the best current instruments for
banking system due to the fact they provide a pos-
sibility for detecting “bad” clients and to reduce fi-
nancial risks caused by the clients. It also should be
stressed that DSS developed creates very useful in-
strument for a decision maker that helps to perform
quality processing of client’s statistical data using
various techniques, generate alternatives and to se-
lect the best one relying upon a set of appropriate
statistical criteria. An important role in the compu-
tational experiments performed played the possibil-
ity of model adaptation to available and new data.
Extra variables can be created by combining availa-
ble statistical data, and nonlinearities can be intro-
duced into a model by inserting appropriate polyno-
mial members. The system proposed performs track-
ing of the whole computational process using sepa-
rate sets of statistical quality criteria at each stage
(level of the system hierarchy) of decision making:
quality of data, models and forecasts (or risk esti-
mates).

Thus, the systemic approach to modeling and
forecasting proposed is helpful for constructing the
DSS possessing the features of directed search for
the best forecasting model in respective spaces of
model structures and parameters, and consequently

Table 2. Results of computational experiments for application and behavior scoring

App hc.a tion Behavior scoring
Model used Sconng
Mean Common Learning Mean Common Learning
AUC accuracy time AUC accuracy time
Logistic regression 0.917 0.873 347 0.905 0.854 2.66
Bayesian network 0.922 0.862 2.98 0.913 0.851 2.86
Gradient boosting 0.974 0.925 148.64 0.971 0.911 150.78
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to enhance its quality. The computational experi-
ments with actual data showed high usefulness of the
systemic approach to modeling and forecasting. It is
necessary to perform its further refinement in the
future studies and applications. And it is also im-
portant to improve formal descriptions for the un-
certainties mentioned and to use them for reducing
the degree of uncertainty in model building proce-
dures and forecast estimation.

Conclusions

The systemic methodology was proposed for
constructing decision support system for mathema-
tical modeling and forecasting modern economic
and financial processes as well as for credit risk es-
timation that is based on the following system anal-
ysis principles: hierarchical system structure, taking
into consideration probabilistic and statistical uncer-
tainties, availability of model adaptation features,
generating multiple decision alternatives, and track-
ing of computational processes at all the stages of
data processing with appropriate sets of statistical
quality criteria.

The system developed has a modular architec-
ture that provides a possibility for easy extension of
its functional possibilities with new parameter esti-
mation techniques, forecasting methods, financial
risk estimation, and generation of decision alterna-
tives. High quality of the final result is achieved
thanks to appropriate tracking of the computational
processes at all data processing stages: preliminary
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MOOENOBAHHA | MPOMHO3YBAHHA ®IHAHCOBUX TA EKOHOMIYHUX MPOLIECIB 13 BUKOPUCTAHHAM CUCTEMU

MATPUMKU NPUAHATTA PILLEHD

Mpo6nemartuka. CyyacHi iHaHCOBI 11 EKOHOMIYHI MPOLECH Ta PUBUKM, LLIO CYNPOBOAXKYHOTb iX PO3BUTOK, HACTO XapaKTepu3yTbCst
CKIagHUMUN enemMeHTaMu, MICTATb HecTauioHapHi Ta HeMiHiiHi KOMMOHEHTU, SiKi NOTPeOyTb CTBOPEHHS creuianbHUX MaTeMaTUYHUX
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Mogaenen ans ix agekBaTHOro onucy i NporHodyBaHHs. [Ins ycnilHOro po3B’s3aHHs Takux 3agad HeobXxigHoO cTBoploBaTH BigMOBIAHI cuc-
TEMMW NiATPUMKM MPUAHATTSA PilLeHb i3 BUKOPUCTAHHSAM MPUHLMNIB CUCTEMHOTO aHanisy.

Meta pocnigxeHHs. Po3pobutun apxitektypy iHopMaLifiH1X TEXHOMOTIN CUCTEMU MIATPUMKN NPUAHATTS pilleHb Ta ii hyHKUioHanb-
Hy cxeMy Ans nobyaoBuM MaTeMaTUYHUX MOAenen eKOHOMIYHMX i hiHaHCOBUX MPOLECIB HA OCHOBI CTATUCTUYHMX AaHMX Ta OLHIOBAHHS
hiHaHCOBMX pU3KMKiB. Taka cMcTeMa NOBMHHA BUKOHYBaTW (PyHKLT 06pO6KM HeBU3HAYeHOCTel i Mae OyTu peanizoBaHa Ha OCHOBI Ccy4ac-
HUX iHOPMALIMHUX TEXHOSOTIN.

MeToauka peanizauii. [lns po3s’sizaHHsi NOCTaBMNeHoi 3aaadi BUKOPUCTaHi METOAM MaTeMaTUYHOrO MOAESOBaHHS i MPOrHo3y-
BaHHs1 (piHAHCOBUX Ta EKOHOMIYHUX MPOLIECIB; METOAN OLiHIOBAHHSI (hiHAHCOBUX PU3MKIB HA OCHOBI CTAaTUCTUYHMX AaHUX. [INs NpakTUYHOT
peanisauii cucteMu NiATPUMKM NPURHATTA pilleHb BUKOPUCTAHO CyYacHi iHhopMaLinHi TeXHOMOTi.

Pe3ynbTaTtn. Po3pobneHo iHgopMaLiiHy TeXHOMOrito Ta cucTemy NiATPUMKM NPUAHSATTS PilEHb SIK MPAKTUYHWUIA IHCTPYMEHT Ansi
MOZENOBaHHA HEMiHIMHUX HecTauioHapHMX MPOLECIB y eKOHOMIL Ta (iHaHCax i OLiHIOBaHHSA (hiHAaHCOBMX PU3MKiB. EkcnepumMeHTanbHi
pesynbTaT 06pobKM CTaTUCTUYHUX AaHWX MiATBEPAKYIOTb KOPEKTHICTb 3anponoHOBaHMX pilleHb.

BucHoBkuW. 3anponoHoBaHo i peanisoBaHO CUCTEMHY METOAONOri0 Ans NobyaoBU cUCTEM MIATPUMKM NPUAHATTS pilleHb Ans Ma-
TeMaTUYHOrO MOZEMOBAHHS i MPOrHO3yBaHHA Cy4aCHUX €KOHOMIYHUX i (DiHAHCOBMX MPOLECIB Ta OUiHIOBaHHSA (DiHAHCOBUX PU3UKIB, sika
6asyeTbCA Ha TakMX NMPUHLMNAX CUCTEMHOrO aHaniay: iepapxivHicTb cuctemu, igeHTudikalisa Ta BpaxyBaHHA MOXIMBUX MMOBIPHICHUX i
CTaTUCTUYHWUX HEBU3HAYEHOCTEW, afanTUBHICTb MOAENeN [0 AaHWX, reHEepPYBaHHS anbTepPHATUBHUX PillEHb Ta BUKOPUCTAHHSI HANEXHOI
KpuTepianbHoi 6a3n Ha BCiX eTanax BUKOHAHHS 00YMCNEHb.

Knro4yoBi cnoBa: iHhopmaLinHi TeXHOMOrii; cMcTemMa NiATPUMKM NPUNRHATTSA pilleHb; HEMiHiIMHI HecTauioHapHi NpoLecy B eKOHOMIL
Ta (hiHaHcax; HEBU3HAYEHOCTI; (PiHAaHCOBI PU3MKW; MOAEMOBaHHS; MPOrHO3yBaHHS.

M.N. bugtok, J1.0. KopwesHtok, A.IM. F'oxun, N.A. KanuHuHa, T.U. MpocsaHknHa-XXaposa, A.H. TepeHTbeB

MOJOEJIMPOBAHWE M NMPOTHO3NPOBAHUNE ®MHAHCOBbIX 1 SKOHOMUYECKMX NMPOLECCOB C MUCMOJIbSOBAHVEM
CUCTEMbI NOAAEPXKU MPUHATUA PELUEHN

Mpo6nemaTuka. CoBpeMeHHble (MHAHCOBbIE M SKOHOMUYECKME NPOLIECCHI HAaCTO XapaKTepusyTCsi COXHBIMU AfIeMEHTaMu, Co-
[AepXaT HecTauMOHapHbIE U HENWHENHBIE KOMMOHEHTbI, KOTopble TPEBYIOT Co3haHus cneumarnbHbIX MaTeMaTUYeckux Moaene ans ux
aleKBaTHOrO MaTeMaTUYEeCKOro OnucaHusl U NPOrHO3MPOBaHWs. [ns yCnewHoro peleHust Takux 3agady HeobxoaMmMo CTpouTb COOTBET-
CTBYIOLLME CUCTEMBI NMOAAEPXKKMN MPUHSATUS PELLEHWNIA C UCTIONb30BAHWEM NMPUHLMMOB CUCTEMHOMO aHanu3aa.

Llenb nccnepoBaHus. Paspabotatb apXuTeKTypy MHEOPMAaLIMOHHBLIX TEXHONOMI CUCTEMbI MOAAEPXKKU MPUHSATUS PELLEHWIA 1 ee
(hYHKLMOHanNbHY0 CXemy Ans NOCTPOEHUs MaTemMaTUieckmx Mogenein 9KOHOMUYECKUX U (PUHAHCOBbLIX NMPOLECCOB HA OCHOBE CTaTUCTU-
YeCKMX AaHHbIX U OLEHUBaHUSI (PUHAHCOBLIX PUCKOB. Takasi cucTema AoSkHa BbINOMHSATL YHKLMM 06paboTky HeonpeaeneHHoCTel n
peanv3oBaTbCs HA OCHOBE COBPEMEHHbIX MH(POPMALIMOHHBIX TEXHOMOMMA.

MeToauka peanusaumu. [ins pelleHus nocTaBieHHONM 3a4a4v UCMOb30BaHbl METOAbI MAaTEMATUYECKOrO MOAENNPOBAHMUS U NPO-
FHO3MPOBaHNS (PUHAHCOBBIX U 3KOHOMUYECKUX NPOLIECCOB; METOAbI OLIEHNBAHNS (PUHAHCOBBLIX PUCKOB HA OCHOBE CTAaTUCTUYECKUX AaH-
HbIX. [INsi npakTU4Yeckoi peanusaumm cucTeMbl NOAAEPKKM NPUHATUS PELLEHWUI UCTIONb30BaHbI COBPEMEHHbIE MH(POPMALIMOHHbIE TEXHO-
noruu.

Pe3ynbTaTtbl. PaspaboTaHbl MH(OPMaLMOHHAsA TEXHOMNOMS 1 CUCTeMa NOAAEPKKU NPUHATUAS PeLLEeHUI Kak NPakTUYEeCKUil UHCTPY-
MEeHT AN MOAENUPOBAHUSI HEJIMHENHBLIX HECTALMOHAPHbLIX NMPOLIECCOB B 3KOHOMMKE U hMHAHCaX U OLeHUBaHUS (PUHAHCOBBIX PUCKOB.
JKCneprMeHTarbHble pe3ynbTaTbl 06paBboTKM CTaTUCTUMECKUX AaHHbIX MOATBEPXKAAT KOPPEKTHOCTb NPEATIOKEHHBIX PELLEHNN.

BbiBoabl. MNpeanoxeHa n peanv3oBaHa CUCTEMHAst METOLOMOIVS MOCTPOEHUS! CUCTEM NOAAEPXKKN NMPUHATUS PELLEHNA Ans maTe-
MaTU4YeCKOro MOAENMPOBaHUSA U NMPOrHO3MPOBaHKS COBPEMEHHbBIX 3KOHOMUYECKMX U (PUHAHCOBBIX NPOLIECCOB, a TaKkKe OLEHUBaHUS u-
HaHCOBbIX PUCKOB, KoTopasi GasvpyeTcs Ha TakMx NPUHLMNAX CUCTEMHOIO aHanu3a: MepapXu4HOCTb CUCTEMbI; MOEHTUMDMKALNS U yYeT
BO3MOXHbIX BEPOSITHOCTHBIX U CTATUCTUYECKUX HeonpeaeneHHOCTe; afanTUBHOCTb MOAereil K AaHHbIM, reHepupoBaHue anbTepHaTuB-
HbIX PELLEHWIA U UCMONb30BaHNE COOTBETCTBYIOLLEH KpMTEPUanbHON 6a3bl Ha BCEX 3Tanax BbIMOMHEHWS BbIYUCTIEHUA.

KnioueBble crnoBa: MHPOPMALMOHHbLIE TEXHOMOMMK; cUCTEeMa NOAAEPKKN NPUHATUSA PeLUeHU; HeNUHEeNHbIE HecTauuoHapHble
npoLecchl B 3KOHOMMKE U (bUHaHcax; HeonpeaeneHHOCTH; (hMHaAHCOBbIE PUCKW; MOOENMPOBaHWE; MPOrHO3MpoBaHue.
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