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INFORMATION SYSTEM FOR FORECASTING NONLINEAR
NON-STATIONARY PROCESSES IN FINANCE

Background. Financial processes are often characterised by nonlinearity and non-stationarity, which makes them dif-
ficult to accurately model and forecast. Traditional methods cannot effectively take into account the complex interre-
lationships and variability of such processes, which generates increased uncertainty and risks. This leads to the need to
develop new information systems and methods to improve the accuracy and sustainability of forecasts.

Objective. The purpose of the paper is to provide a brief overview of the characteristics of nonlinear non-stationary pro-
cesses, to develop a methodology for their modelling, as well as to build mathematical models based on actual statistical
data and to obtain practically useful results of modelling and forecasting selected processes.

Methods. The methodology for modelling and forecasting nonlinear non-stationary processes is applied, models are
built using data mining, such as regression models and a neural network, and the main metrics for assessing the ade-
quacy of the model and quality of the forecast are used.

Results. The developed information system for modelling and forecasting nonlinear non-stationary processes is ap-
probated on real statistical data. Based on data mining methods, models of the share price dynamics of a well-known
company were built. The study’s results demonstrate that using an integrated approach, which includes regression mod-
els and neural networks, significantly improves the quality of forecasting variance changing in time and the nonlinear
non-stationary process.

Conclusions. The task of high-quality forecasting of processes due to rapid, sometimes hard-to-predict changes in the
external environment, i.e. external shocks, which is typical for nonlinear non-stationary financial processes, is still
relevant today. The literature provides a sufficient variety of methods for modelling these processes. However, in this
research, the methods that have demonstrated their advantages in modelling financial transactions in the stock market
were chosen, and therefore it makes sense to expand and improve the perspectives of this approach.

Keywords: information system; nonlinear non-stationary processes; methodology of modelling; forecasting; regression
models; neural network; finance.

Introduction

Forecasting, as a research area in finance, eco-
nomics and ecology is focused on optimising the
management ideology, fully corresponds to the goals
and objectives of sustainable functioning of these
rather complex and important systems for humanity.
The use of a modern, effective forecasting system
can help in risk management, operational and stra-
tegic decision-making, and dynamic planning under
conditions of uncertainty.

Effective forecasting systems include those built
on the techniques of data mining and probabilis-

tic-statistical methods, which are used for model-
ling and predicting the development of nonlinear
non-stationary processes. Such information systems
are complemented by appropriate sets of statistical
criteria for analyzing data quality, model adequacy,
assessing the quality of forecasts and relevant alter-
native solutions.

Providing accurate and credible forecasts
using data mining can significantly improve risk
management in businesses and various financial
institutions. This will help reduce potential losses
and increase stability to financial market turbu-
lences.
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An information system for forecasting nonlin-
ear non-stationary processes in finance is a key tool
for modern financial analysis. It integrates large vol-
umes of data, processes and analyses complex non-
linear relationships, and adapts forecasting models
to changing market conditions. The use of such a
system improves the accuracy and timeliness of fore-
casts, which is critical for timely management deci-
sion-making. Data mining in this system contributes
to a deeper understanding of financial processes,
more effective risk management and increased sta-
bility of financial institutions to external shocks.

Problem statement

The research is dedicated to solving the fol-
lowing tasks: 1) to analyse the types of statistical
financial processes; 2) to structure the methodolo-
gy of modelling nonlinear non-stationary processes;
3) to investigate some forecasting models; 4) to build
mathematical models on actual statistical data, to
obtain practically useful results of modelling and
forecasting, and to analyse the obtained results.

Characteristics of statistical processes in finance

The nonlinear non-stationary processes in fi-
nance are characterised by the complexity of their
structure, which makes them difficult to model and
predict. They can be divided into several types, as
shown in Fig. 1 [1].

Stationary linear processes have unchanged
statistical properties as time changes, so they can be
easily described by autoregressive models. Non-sta-

tionary linear processes are characterised by the
presence of a first-order linear trend, which makes
them difficult to model and forecast due to variable
mean and variance.

Partially stationary nonlinear processes have a
certain degree of stability but involve nonlinear de-
pendencies between variables. They can demonstrate
stationarity under certain conditions, but their non-
linear relationships make the analysis more difficult,
as simple linear methods cannot adequately capture
their behaviour [2].

Integrated processes are characterised by the
presence of trends of the first order or higher. They
become stationary after a certain level of differentia-
tion, which adds to the difficulty of analyzing them,
as it is necessary to determine the exact level of
differentiation required to achieve stationarity. This
makes it difficult to build models that correctly re-
flect the long-term tendencies of such processes.

Cointegrated processes involve several non-sta-
tionary time series that have stable linear relation-
ships that may be stationary. These processes are
particularly difficult to forecast, as they require the
identification and analysis of stable relationships be-
tween different variables that can only be revealed
by long-term observations [3].

Heteroscedastic processes have a variable dis-
persion that depends on time and can significantly
vary under the influence of external factors, such as
economic changes or market crises. The dispersion
instability makes these processes particularly difficult
to model, as it requires taking into account dynamic
changes in volatility that can significantly affect the
accuracy of forecasts [4].
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Fig. 1. Types of financial processes



IHOOPMALINHI TEXHOMNOTIT, CACTEMHUWA AHANI3 TA KEPYBAHHSA 33

These characteristics of nonlinear non-station-
ary processes in finance determine the difficulty
of their analysis and modelling. Various nonlinear
dependencies, variable trends and dispersion create
challenges for analysts, requiring the use of complex
approaches to improve the quality of forecasting and
assessing the characteristics of these processes.

Methodology  for nonlinear
non-stationary processes

modelling

With all the difficulties of determining the type
of time series process under investigation and its
interpretation, including all the features of external
shocks and uncertainties, there is a need to devel-
op a certain methodology for modelling nonlinear
non-stationary processes in finance. It can be pre-
sented in the form of the following stages:

1. Data pre-processing.

2. Analyzing the statistical characteristics of
the time series.

3. Selecting model types based on time series
characteristics.

4. Building selected models and calculating
model adequacy criteria.

5. Evaluating the forecast and calculating fore-
cast quality assessments.

The process of modelling nonlinear non-sta-
tionary processes begins with data pre-process-
ing, which may include normalisation, gap filling,
smoothing and filtering [5].

The next step is to analyse the characteristics
of the time series, which is a set of checks for non-
linearity, trend, stationarity, heteroscedasticity, and
seasonality.

In financial processes, it is allowed to use the
dispersion method, which helps to determine the
presence of nonlinearity, using a function:

qu(tl’t2) = Eu(tz)[Ez(rl)[z(tl) | M(f2)] - Ez(,])[Z(tl)]F-

This function is solved using a complex integral
equation [5], [6].

The problem of nonlinearity of process fore-
casting can also be solved with the help of Fisher’s
statistical general test (f-test):

I et e —
ﬁ_mzizlzj'zlni(y,‘_yij)z
) 1 k n; J—

mzizlzjzl v = v

where k — number of data groups; n, — number
of dimensions in the group; y, — average for the

]

group; yA,j — estimation of the process by direct re-
gression; n — total number of dimensions [5], [7].

The assumption of linearity of the process is
considered false if the statistic F with degrees of
freedom equal to v, =k -2, v, =n—-k equal to or
greater than the significance level.

The problem of stationarity of the process is
solved with the help of the extended Dickey-Fuller
test. The feature of this test is that the value of the
dependent variable with large lag values is entered
into the regression expression, which is enough to
avoid the use of autocorrelation residuals during
testing. This expression has the following form:

Ay(k) =a, + ak + by(k 1) + Zil ¢, Ay(k —i) + e(k),

where a,, a;, b, ¢, — unknown regression coefficients
[51, [8].

An important step is to determine the hetero-
scedasticity, i.e. the dependence of the dispersion of
the process on time. This is performed using hetero-
scedasticity tests, such as the Breusch-Pagan (God-
frey) test or the White test. Identifying heteroscedas-
ticity allows you to take into account the variability
of dispersion in the model [5], [9], [10].

The next step is to identify seasonality in the
process. This involves analyzing seasonal compo-
nents to identify regular fluctuations that recur at a
certain frequency, enabling more accurate model-
ling and forecasting.

Determining how to extract or model a trend
involves determining the order of integration of the
process or whether the trend can be described by
one of the functions: polynomial, exponential, log-
arithmic, or others. Extracting the trend allows you
to focus on the residuals, which represent short-term
fluctuations and random components. The analysis
of residuals is carried out using the autocorrelation
function (ACF) and partial autocorrelation function
(PACF), which helps to identify the structure of de-
pendencies in time series [11], [12].

After analyzing all the characteristics of the
time series, the modelling method is determined,
which will allow describing the process in the most
accurate form. Based on the selected method, the
model is built and the model adequacy criteria are
defined.

The model adequacy criteria allow us to as-
sess the statistical significance of the mathematical
model coefficients separately, determine the integral
error of the model concerning the original time se-
ries, establish the presence of correlation between
the model error values since they should be uncor-
related, and determine the degree of adequacy of the
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model to the physical process as a whole. Here are
some of them:

— Sum squared errors (residuals) of the model,
calculated by the formula:

SSE=Y" (k)= [y(k) - y(k)F - min,
where
j}(k) = ‘/1; +&;5}(k_1)+&;j\/(k—2)+l/);x(k)+b2z(k),

y(k) — data measurements; N — sample length (ca-

pacity).
— Determination coefficient R*> — 1, calculated
by the formula:

SSE
SST’

), var(y)
var(y)

where Var()A/) — dispersion of a part of the time
series of the main variable of the equation;
var(y) — is the sample dispersion of this variable;
SSE — sum squared errors (residuals) of the model;

SST = Z,il [y(k) - y]* — total sum of squares y .

— Durbin-Watson statistic (DW), which is
calculated by the formula:

DW =2-2p,
Ele(k)e(k — 1]

()

e

where p = — correlation coefficient

between adjacent error values; cﬁ — dispersion of
the error sequence {e(k)}. Thus, in the complete ab-
sence of correlation between the errors DW =2 — is
the ideal value. The threshold values for DW are 0
(where p=1) and 4 (when p = -1) [5], [13].

Akaike information criterion (AIC), which is
calculated by the formula:

AIC = NIn(}." (k) +2n,

where n= p+qg+1 — number of model parameters
estimated using statistical data (p — number of pa-
rameters of the auto-regression part of the model,;
g - number of moving average parameters; 1 appears
when the bias (or cross-section) is estimated, that
is a,) [14].

— Theile coefficient, which is calculated by the
formula:

| =Y ~.,
\/Nzi_l (y, _yi)

Lov w. [Lon ~u
\/NZi—l(yi) + NZ[:I()}[)

The permissible values of the coefficient are
0 <U <1. The model cannot be used in forecasting
when U= 1, else, when U= 0 it means that the fore-
cast series coincides with the real series, i.e. in this
case the model best describes the real process.

— Student’s t-statistic.

— Fisher’s F-statistic.

The next stage is to evaluate a forecast based
on the developed model. The quality of the fore-
cast is assessed by comparing forecast values with
actual data using metrics. If necessary, in case of
significant errors, the previous stages are returned
to adjust the model and improve the accuracy of
the forecasts.

These are some of the possible methods for as-
sessing forecast quality:

— Root mean square error:

U:

MSE = %(y(k T $)= p(k +5.k)) or

RMSE = \/%( y(k +5)— p(k +5,k)).

— Mean absolute error:

s |+ 9) =k +5,k)

1
MAFE = — 15].
S 2o |y(k +3)| |
— Mean Absolute Percentage Error:
y(k +5) — y(k + 5,k)
MAPE =1 3* | | x100%.
Nt |y(k + s)|

This comprehensive approach to modelling
nonlinear non-stationary processes in finance en-
sures high accuracy and reliability of forecasts, tak-
ing into account all the essential characteristics of
the processes.

To sum up all of the above, this methodolo-
gy can be presented in the form of a flowchart in
Fig. 2 [16].
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Characteristics of some forecasting models

Starting from the first application of AR au-
toregressive models to the development of ARMA
models, these time series models have become the
basis for both theoretical research and practical ap-
plications. For a long time, the popularity of these
models remained unchanged. Although the original
ARMA framework has been extended to incorporate
long-term dependence with the partially integrated
ARIMA, the multi-dimensional VARMA and VAR-
MAX models, and the non-stationarity of random
fluctuations due to cointegration. The models re-
main important due to their ease of implementation
and flexibility.

ARCH models are widely used to model vola-
tility in financial and economic processes. The main
purpose of implementing ARCH models is to assess
and forecast risk in financial time series by model-
ling the variable (conditional) dispersion.

Autoregressive  conditional  heteroskedastic
model (ARCH) with order p(>1) is defined as:

X

- 2 _ 2 2
, =0k, and o, =¢,+h X +..+b X

t-p?
where ¢, >0, b, >0 — constants, {¢,} ~ I1D(0,1) and
g, is independent of {X, ,,k 21} for all values of 7.
A stochastic process {X,} defined by the equations
above is called the ARCH(p) process. [17]

The basic concept of their construction is that
the distribution X,, which is predicted on the basis
of previous values, is a scaling transformation of the
distribution ¢, with a scaling constant o, which de-
pends on the past values of the process. This makes
it easy to estimate the conditional clusters of X,
based on its previous values [17].

The advantages of the ARCH model include
the ability to detect and model volatility clusters
when large changes in volatility are concentrated in
certain periods. This is an important characteristic of
financial markets, especially during crises or periods
of instability.

The disadvantages of this model include the
following: positive and negative model shocks have
the same effect on volatility, as it depends on the
square of previous shocks, but the price of a financial
asset has different responses to these shocks; higher-
order models have certain limitations; ARCH models
describe the dynamics of conditional dispersion
well, but do not provide an understanding of the
causes of such dynamics of the financial process;
models may overestimate volatility, as they tend to
react slowly to significant isolashortted shocks in a
time series [18].

The ARCH model has been extended for
economic and statistical reasons. In particular, a
significant development is the inclusion of a moving
average component, in particular the generalised
model (GARCH).

The generalised autoregressive conditional
heteroscedastic model (GARCH) with the order
p(=1) and g(= 0) is defined as:

— 2 _ P 2 q 2
X, =opg and o; =¢, + 2,7 bX] +3 a5,

t
where ¢, >0, b >0, a,20 — constants,
{e,} ~ 1ID(0,1) and ¢, is independent of {X, ,,k > 1}
for all values of 7. A stochastic process {X,} defined
by the equations above is called the GARCH (p,q)
process [17].

The main idea of creating the GARCH model
is to extend the ARCH model to more flexible and
accurate modelling of financial time series volatility.

In the GARCH model, the conditional disper-
sion depends not only on the previous residuals, but
also on the previous values of the dispersion itself.
This allows for taking into account more complex de-
pendencies in volatility and providing more accurate
forecasts, especially when volatility is high and chang-
es over time, which is its advantage. Other advantages
include the model’s ability to take into account both
short-term and long-term components of volatility.

The GARCH model has the same disadvan-
tages as the ARCH model. For example, it reacts
equally to both positive and negative shocks. More-
over, the results of empirical research on high-fre-
quency financial time series indicate that GARCH
models are limited in their ability to reproduce the
extremes of the distribution, even when standardised
corrections are applied.

LSTM (Long Short-Term Memory) models
are a type of recurrent neural network (RNN) de-
signed to process sequential data efficiently. A key
feature of LSTMs is their ability to store long-term
dependencies due to a special structure of memory
blocks and three types of gates:

— Forget gate:  f, =c(W, « [h_,x,]+b,),
where W, — weighting coefficients; x, — input signal;
h, — memory block output; b, — shift vector.

U Input gate: iz = G(I/Vz ',v[hzfl! xt] + b:)s
C, =tahn(W, « |h_,,x,]+b.) where C, — vector of
new candidate values.

— Output gate: o, =c (W, « [h_,x,]+ b)),
h =0, *tahn(C), where C,=f, *C,_, +i =C, —
is the state of the memory block at time 7 [19].

The main idea of using LSTM models is
the ability to handle complex, nonlinear and
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non-stationary dependencies in time series. Due
to their memory block architecture, they are able
to store long-term information and take into
account complex patterns in the data, which

network based on a dataset of AMD’s price dy-
namics.

Table 1. Results of the built models

allows for more accurate forecasting of future Adequacy criteria Forocast assessment
financial performance. Type of model ™, DW | MSE | RMSE | MAE
The advantage of LSTM models is the  [4r7a42.7.2) [ 0.8433 | 1.9820 | 6.0518 | 2.4600 | 1.7882
use of gates, which avoids the problem of gra- | GARCH(1.1) | 0.3458 | 2.1010 | 0.0019 | 0.0435 | 0.0341
dient damping, which is common in tradition- LSTM 0.8427 | 1.9978 | 6.3296 | 2.5159 | 1.8653

al RNN [20].

Among the disadvantages are the following:
tendency to overfitting, which requires the use of
regularisation methods (dropout, early stopping);
the need to correctly adjust hyperparameters; com-
plexity of the architecture.

Practical results of the research

Let us consider the building of several proposed
models for short-term forecasting of the nonlinear
non-stationary financial process of price dynam-
ics at the close of trading of the well-known AMD
company during 2017—2022. The data sample con-
tained 1510 elements, 1434 of which were used as
a training sample (95 %), and 76 to check the fore-
casting results (5 %).

In order to objectively select the orders of the
ARIMA model, ACF were built at 40 lags. Based
on the results of the building of these functions,
it was decided that models can be built with the
parameter p, corresponding to the first, second or
thirteenth order. Based on the data autocorrelation
graph, it was decided to use a second order moving
average model of g=2. Also d=1 was determined.

The GARCH model was built with the

Analyzing the results of modelling and forecasting
from the comparative table, which shows the criteria
for adequacy and forecast assessment of the built mod-
els, it is possible to conclude that all models have quite
good results based on the calculated statistics.

It can be seen that in the considered models,
R?> moves towards one and DW moves towards two,
which is an indicator of the efficiency of using the
models. Similarly, the forecast assessment scores
tend to their best value.

The visual analysis of the graphs of the fore-
casts of each model shows the following: the ARI-
MA model correctly identifies price trends and has
minimal discrepancies with actual values in the
forecast period; changes in stock prices using the
GARCH model do not always correctly identify
price trends and sometimes have relatively signif-
icant discrepancies with actual values; the LSTM
neural network effectively reflects price trends and
demonstrates minimal discrepancies with actual data
in the forecast period. For example, Fig. 3 shows
the results of forecasting the LSTM neural network,
which can be used as one of the tools for making
investment decisions.

AMD Stock Close Price

first order of symmetric innovation p=1 and
the first order of transformed conditional dis-
persion g = 1. The standardised Student’s dis-
tribution was chosen as the probability distri-
bution function.

The LSTM neural network was built on
the basis of the Adam optimiser. The net- 701
work configuration includes 100 epochs and
a batch size of 64. Testing was performed
with configurations of 50, 100, and 150 ep-
ochs. Since the difference between 50 and
100 epochs was significant, and the differ-
ence between 100 and 150 epochs was al-
most imperceptible, the optimal number of 50
epochs was chosen to be 100. The loss func-
tion in the constructed network is the mean
absolute error.

751

Close

65

55

— Real Stock Price

— Prediction Stock Price

Comparative Table 1 below shows the
results of modelling and forecasting of ARI-
MA(2,1,2), GARCH(1,1) and LSTM neural

2022-09-15

2022-11-01 2022-11-15 2022-12-01 2022-12-15 2023-01-01

Date

2022-10-01 2022-10-15

Fig. 3. Forecasting AMD price dynamics by LSTM neural network
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Conclusions

This work has investigated the problem of fore-
casting nonlinear non-stationary financial processes,
which are difficult to model accurately due to their
variability and complex interrelationships. Traditional
methods often do not take these features into ac-
count, which leads to increased uncertainty and risks.
For this reason, an information system has been
proposed to improve the accuracy and reliability of
forecasts.

In the research, there was performed a brief re-
view of the characteristics of nonlinear non-station-
ary processes and a methodology for their modelling
was developed. Data mining methods, including re-
gression models and neural networks, were used to
build mathematical models. The main metrics for
assessing the adequacy of models and forecasts en-
sured the accuracy of the results obtained.

The developed information system was tested
on real statistical data, in particular, on the dynamics
of share prices of one of the companies. The use of an
integrated approach, including regression models and
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P.B. Teptnunuia, [1.C. Yynpin, IM.1. Bigtok
IHOPOPMALIIMHA CUCTEMA OJ1A NPOrHO3YBAHHA HENIHIMHUX HECTALIOHAPHUX MPOLIECIB Y ®IHAHCAX

MpobnemaTtuka. PiHaHCOBI NMpoLec YacTO XapaKTEpPU3YHTbCA HEMIHIMHICTIO Ta HecTauioHapHICTIO, WO YCKNaAHKE iX Moaento-
BaHHS Ta NPOrHo3yBaHHSA. TpaAauLinHi MeToan He MOXYTb afieKBaTHO BpaxyBaTW CKragHi B3aEMO3B'A3KM Ta MIHNMBICTb Takunx NpoLecis,
L0 NPW3BOAUTL A0 MiABMLLEHOT HEBU3HAYEHOCTI i NosiBM puanki. Lie 3ymoBnioe HeobXigHICTb po3pobku HOBMX iHGOPMaLNHUX cUCTEM
i MeTodiB 4NA NiABULLEHHSA TOYHOCTI Ta HAaQIMHOCTI NPOrHoO3iB.

MeTa gocnigxeHHs. BUkoHaTV KOPOTKMI OFNsig XapakTePUCTUK HENIHINHMX HecTauioHapHMX NPoLLeciB, po3pobuT METOLONOr0 iX
MOZENNIOBaHHS, a TakoX BUKOHaTK NobyaoBy MaTeMaTUYHUX MOAENEN Ha (PAKTUYHMX CTAaTUCTUYHKX AaHMX | OTPUMATU NPaKTUYHO KOPUCHI
pesynbTaT MOAENOBaHHS | NPOrHO3yBaHHS BUOPaHMX NPOLIECiB.

MeToauka peanisauii. 3acTocoBaHO METOAOIOri0 MOAEMOBAHHS 1 MPOrHO3yBaHHS HEMiHiHKMX HecTauioHapHUX npouecis, Noby-
[0BaHO MoZeni 3a JOMOMOrol0 METOAIB iHTeNeKTyanbHOro aHanidy gaHux, a came perpeciviji Mogeni Ta HEeMpPOHHY Mepexy, TakoX BUKO-
pUCTaHO OCHOBHI METPUKU ANs OLHIOBAHHS afeKBaTHOCTI Modeni Ta MPOrHo3y.

Pesynbratu gocnigxeHHs. Po3apobneHy iHdopmauiiHy cuctemy Ans MoAentoBaHHS Ta NPOrHO3yBaHHS HENiHiHUX HecTauioHap-
HMX npoLeciB anpoboBaHO Ha pearnbHUX CTAaTUCTUYHUX AaHWX. Ha OoCcHOBI MeTOAiB iHTeneKTyanbHOro aHanidy AaHux 6yno nobyaoBaHo
Mogeri AvHaMIKM LiH akuii ogHiel 3 BiZOMMX KOMMaHin. Pesynstatn oCnigjKeHHs NPOAEMOHCTPYBanu, Wo BUKOPUCTaHHS KOMMMEKCHOrO
nigxoay, KU BKIOYae perpeciviii Mmoaeni Ta HeMPOHHI MepeXxi, 3Ha4YHO MOKpaLLye SKICTb MPOrHO3YBaHHS 3MiHHOI B Yaci gucnepcii i camo-
ro HeniHiHOro HecTauioHapHOroO NPoLECy.

BucHoBkuW. 3agaya BUCOKOSIKICHOTO NPOrHO3yBaHHS NPOLECIB BHACMIAOK LWBUAKMX, YaCOM MoraHo nepeabdavyBaHuX 3MiH 30BHiLL-
HbOro cepefoBuLla, To6TO 36yprooYMX BMNUBIB, LLO XapakTepHe Ans HEMiHiMHUX HecTauioHapHKUX iHaHCOBKX MPOLECIB € akTyarnbHO
i cborofHi. Y nitTepaTypi noAaHo AOCTaTHIO BapiaTUBHICTb METOAIB MoAerNtoBaHHS LMx npoueci. MNpoTe B LboMy AochifxeHHi obpaHi came
Ti MeToan, SIKi NPOAEMOHCTPYBanu CBOI Nepesary B MOAENtoBaHHI hiHaHCOBMX onepaLii Ha POHAOBOMY PUHKY, 8 TOMY € CEHC pO3LUNpIO-
BaTW Ta BOOCKOHamMBaTV NepcrnekT1BY Lboro niaxoay.

KntouoBi cnosa: iHpopmauiiHa cuctema; HemiHiMHIi HecTauioHapHi NpoLecu; MeToAomnoris MOAENtoBaHHS; MPOrHO3yBaHHS; perpe-
CifHI Mogeni; HEMPOHHI Mepexi; hiHaHCh.

PexomennoBana Pamoro Haniiia no penaxiiii
HH iHCcTUTYTY IPUKIaIHOTO CUCTEMHOIO aHalli3y 16 BepecHs 2024 poky
KIII im. Iropss CikopcbKoro
IIpuiinsara go myOikariii
10 xoBTHs 2024 poky



